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Abstract—We present a novel method for ground moving target
imaging using a synthetic aperture radar system transmitting
ultranarrowband continuous waveforms (CW). Our method ex-
ploits the high Doppler resolution provided by ultranarrowband
CW signals to image both the scene reflectivity and to deter-
mine the velocity of multiple moving targets. We develop a new
forward model based on the temporal Doppler induced by the
movement of antennas and moving targets. The forward model
relates reflectivity and velocity information at each location to
a correlated received signal. We form the reflectivity images of
the moving targets and estimate their motion parameters using a
filtered-backprojection (FBP) technique combined with the con-
trast or gradient optimization method. The method results in
focused reflectivity images of moving targets and their velocity
estimates, regardless of the target location, speed, and velocity
direction. We show that the amplitude and visible edges of the
targets can be correctly reconstructed when the correct target
velocity estimate is used in the FBP imaging. We present the
resolution analysis of the reflectivity images. Extensive numerical
simulations demonstrate the performance of our method and
validate the theoretical results.

Index Terms—Continuous wave (CW), doppler, filtered-
backprojection, imaging, moving target, synthetic aperture.

I. INTRODUCTION

GROUND moving target imaging using synthetic aperture
radar (SAR) has received considerable attention in the

past two decades [1]–[21]. However, all the existing techniques
are for traditional SAR systems, which accomplish high-range
resolution imaging of static scenes and moving targets by trans-
mitting wideband waveforms. We consider the problem of syn-
thetic aperture moving target imaging using ultranarrowband
continuous waveforms (CWs). Such waveforms offer a number
of advantages. First, a SAR system that uses such signals

Manuscript received June 28, 2012; revised June 24, 2013; accepted
June 25, 2013. Date of publication July 19, 2013; date of current version
August 30, 2013. This work was supported in part by the Air Force Office
of Scientific Research under Agreements FA9550-09-1-0013 and FA9550-12-
1-0415 and in part by the National Science Foundation under Grants CCF-
08030672 and CCF-1218805.

L. Wang is with the Department of Information and Communication Engi-
neering, Nanjing University of Aeronautics and Astronautics, Nanjing 210016,
China (e-mail: wanglrpi@gmail.com).

B. Yazici is with the Department of Electrical, Computer, and Systems
Engineering, Rensselaer Polytechnic Institute, Troy, NY 12180 USA (e-mail:
B. Y: yazici@ecse.rpi.edu).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TGRS.2013.2272603

requires a relatively simple and low-cost transmitter and, in
some cases, does not need a dedicated transmitter. Existing
radio frequency signals, such as radio, television signals, WiFi
signals, etc., can be used as the illumination sources. Second,
ultranarrowband CWs have high Doppler resolution and are
capable of capturing the velocity information of the moving
targets, as compared with the high-range-resolution waveforms
used by the traditional SAR systems.

In [22]–[24], we presented a novel synthetic aperture imag-
ing method of stationary scenes that takes advantage of the high
Doppler resolution of the transmitted ultranarrowband CWs. In
this paper, we consider the moving target imaging problem us-
ing such an active bistatic SAR system. Our approach exploits
the high Doppler resolution of the transmitted waveforms to
reconstruct the reflectivity (position), as well as to estimate the
velocity field of moving targets. We derive a novel forward
model that includes temporal Doppler parameters induced by
the movement of the antennas and moving targets and relates
the velocity field and reflectivity of the scene to a correlated
received signal. We develop a novel filtered-backprojection
(FBP)-type image formation method combined with image
contrast and gradient optimization to reconstruct the scene
reflectivity and to determine the velocity of moving targets.

Our work differs significantly from the existing work in
wideband pulsed SAR imaging of moving targets in many as-
pects. Conventional pulsed SAR moving target imaging meth-
ods rely on high range resolution and ignore the temporal
Doppler since wideband pulsed waveforms have poor Doppler
resolution. Furthermore, they rely on the start-stop approxi-
mation [25], [26]. Our imaging method does not make the
start-stop approximation, ignore the delay measurements and,
instead, uses the high-temporal Doppler measurements pro-
vided by the ultranarrowband CW signals. Note that frequency-
modulated CW (FMCW) SAR processing takes into account
the temporal Doppler in imaging [27], [28]. However, the
moving target detection or imaging methods developed for
FMCW SAR rely primarily on the high range resolution and
do not utilize the high Doppler resolution provided by CWs.

We adopt an approach similar to [6], [10], [15], and [17]
and form a set of reflectivity images for a range of hypothe-
sized velocities for each scatterer. Unlike the traditional SAR
reflectivity imaging where the measurements are backprojected
onto the constant range contours, we form reflectivity images
by filtering and backprojecting the preprocessed received signal
onto the constant bistatic temporal Doppler contours for a given
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hypothesized velocity. The scatterers that lie on the constant
bistatic Doppler contours can be determined with high resolu-
tion due to high-resolution Doppler measurements. We show
that, when the hypothesized velocity is equal to the correct
velocity of a scatterer at a given location, the visible edges of the
scene are reconstructed at the correct location and orientation.
We design the filter so that the edges are reconstructed at the
correct strength whenever the hypothesized velocity field is
equal to the true velocity field. This filter depends not only on
the antenna beam patterns, geometric spreading factors, etc.,
but also on the hypothesized target velocity. We next use the
image contrast and image gradient of the reflectivity images
as figures of merit to measure how well the reconstructed
reflectivity images are focused and, hence, to determine the
velocity of moving targets. We present the point spread function
(PSF) analysis and the resolution analysis of our method. The
PSF analysis shows that our reflectivity image reconstruction
method takes advantage of not only the temporal Doppler in-
duced by the movement of the antennas and moving targets but
also the acceleration of antennas and moving targets in certain
directions. We analyze the resolution of the reconstructed re-
flectivity images. Our analysis identifies several factors related
to the imaging geometry and the transmitted waveforms that
effect the resolution of reflectivity images. We present extensive
numerical simulations to demonstrate the performance of our
method and to validate the theoretical findings. To the best of
our knowledge, our method is the first in the literature that
addresses the synthetic aperture ground moving target detection
and imaging using such waveforms.

In addition to the advantages provided by the ultranarrow-
band CW signals, our moving target imaging method also has
several other advantages over the existing methods: 1) Unlike
[1], [6], [7], [10], [11], [13], [15], [20], [21], and [29]–[31], our
method can reconstruct the images of multiple moving targets,
regardless of the target speed, the direction of target velocity,
and target location, and determine the 2-D velocity of ground
moving targets. Furthermore, our method can reconstruct high-
resolution images of stationary and moving targets simultane-
ously. 2) Unlike [2]–[4], [11], [13], [29], and [30], our imaging
method does not require a priori knowledge of the target motion
parameters. 3) Our method focuses moving targets at the correct
locations in the reconstructed reflectivity images. The tech-
niques for the localization or reposition of moving targets used
in most conventional SAR or ground moving target indicator
methods are not needed [6], [10], [15], [20]. 4) Our method can
be easily extended to accommodate arbitrary target motions,
such as accelerating targets. 5) It is applicable to arbitrary
imaging geometries, including arbitrary flight trajectories and
nonflat topography. Furthermore, our image formation method
is analytic and can be implemented computationally effi-
ciently [32].

The organization of the paper is as follows: In Section II,
we present the model for the received signal and develop the
forward model for moving target imaging using ultranarrow-
band CWs. In Section III, we develop an FBP-type image
formation method to reconstruct the scene reflectivity and two
velocity estimation methods. In Section IV, we present the
resolution analysis of the reconstructed reflectivity images. In

Section V, we present numerical simulations to demonstrate the
performance of our moving target imaging method. Section VI
concludes our paper.

We use the following notational conventions throughout the
paper. The bold Roman, bold italic, and Roman lower-case let-
ters are used to denote variables in R3, R2, and R, respectively,
i.e., z = (z, z) ∈ R3, with z ∈ R2 and z ∈ R. The calligraphic
letters (F , K, etc.) are used to denote operators.

II. FORWARD MODEL FOR MOVING TARGET IMAGING

A. Model for Moving Targets

Let x = (x, ψ(x)) ∈ R3 denote the earth’s surface, where
x ∈ R2 and ψ : R2 → R is a known function for the ground
topography. Let Γ(x, t) denote the location of the target at time
t located at x when t = 0. We assume that Γ(x, t) has the
form Γ(x, t) = x+ Γx(t), where Γx(t),x = [x, ψ(x)],x ∈
R2 is a family of one-parameter curves in 3-D space that
describes the trajectories of the targets. Thus, for the ground
moving targets, Γx3(t) = ψ([Γx1(t),Γx2(t)]), where Γx(t) =
[Γx1(t),Γx2(t),Γx3(t)]. Note that, for stationary targets,
Γx(t) = 0 for all t ≥ 0.

Let vx denote the velocity of the moving scatterer 1 located
at x at t = 0. Then

vx = Γ̇x(t) = [vx,∇xψ(x) · vx] (1)

where vx ∈ R2 is the 2-D velocity, vx = [Γ̇x1(t), Γ̇x2(t)], and
∇xψ(x) = [(∂ψ/∂x1) (∂ψ/∂x2)]. Note that vx may be t
dependent. In the rest of our discussion, we make the assump-
tion that the scatterers are moving linearly, and therefore, the
velocity vx is time independent. We refer to vx (or vx) for all
x as the velocity field of the scene. We define a model for the
velocity field as follows:

vx =

N∑
i=1

vxi
ϕ(x− xi) (2)

where ϕ(x− xi) is a smooth differentiable function that ap-
proximates Dirac-delta distribution δ(x− xi) in the limit, and
N represents the number of distinct moving targets in the scene.
An example for ϕ(x− xi) is e−(|x−xi|2/σi), σi � 1, where σi

can be chosen based on the image resolution and the physical
extend of the targets. Note that, for well separated targets, as
x → xi, so does vx → vxi

.
We assume that the scattering takes place in a thin region

near the ground. Thus, the reflectivity function of the scene at
time t = 0 has the form

V (x) = ρ(x)δ (x3 − ψ(x)) . (3)

At time t, the scatter is located at z = x+ vxt. The reflectivity
function of the moving scatterers translates as

V (z−vxt) � ρ(z−vxt)δ (z3−ψ(z)) δ (v3 −∇zψ(z) · vx) .
(4)

1We use the term scatterer for “a point target” and assume that a target is
composed of a continuum of scatterers.
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B. Received Signal

Let γT (t) and γR(t) be the transmitter and receiver trajecto-
ries, respectively, and let p(t) and r(t) denote the transmitted
waveform and the received signal, respectively. We consider
a finite and relatively short receiving time-window starting at
time t = s.

Using the scalar wave equation along with (4) and under the
Born approximation, we obtain

r(t+ s) =

∫
δ (t− t′ − |γR(t+ s)− z| /c0)

4π |γR(t+ s)− z| V (z− vxt)

×δ (t′ − t′′ − |z− γT (t
′′ + s)| /c0)

4π |z− γT (t
′′ + s)| p̈(t′′ + s)dt′′dt′dz. (5)

Making the change of variables, i.e., z → x, taking into
account the fact that the velocities of the antennas and targets
are much less than the speed of light, and under the assumption
that the range variation due to the movement of the antennas
and the scene is much less than the transmitter-to-scene and
scene-to-receiver range, we have [33]

r(t+ s) = ω2
0

∫
p̃(αt− τ + s)eiω0(αt−τ+s)ρ(x)

(4π)2GTR(s,x,vx)
dx. (6)

Note that a narrowband waveform is assumed in (6), i.e., p(t) =
eiω0tp̃(t), where ω0 denotes the carrier frequency, and p̃(t) is
the complex envelope of p, which is slow varying as a function
of t as compared to eiω0t.

In (6), the time dilation α is given by

α =
1−

[
̂γR(s)− (x+ vxs)

]
· γ̇R(s)/c0

1 +
[

̂γT (s)− (x+ vxs)
]
· γ̇T (s)/c0

·
1 +

[
̂γT (s)− (x+ vxs)

]
· vx/c0

1−
[

̂γR(s)− (x+ vxs)
]
· vx/c0

(7)

the time delay τ is given by

τ ≈ [|γT (s)−(x+vxs)|+|γR(s)−(x+vxs)|] /c0

−
{[

( ̂γT (s)−(x+vxs))+
(

̂γR(s)−(x+vxs)
)]

· vxs
}
/c0

(8)

and GTR is the product of the geometrical spreading factors
given by

GTR(s,x,vx) = |γR(s)− (x+ vxs)| |x+ vxs− γT (s)| .
(9)

Since p̃ is a slow-varying function of time, we approximate
p̃(αt) ≈ p̃(t) in the rest of our discussion.

Note that the time dilation factor α can be approximated
as α = 1 + β, where f0β (f0 = ω0/2π) represents the total
Doppler frequency induced by the relative radial motion of

the antennas and the moving scatters. We refer to it as the
bistatic Doppler frequency for moving targets and denote it by
fd(s,x,vx), i.e.,

fv
d (s,x,vx) =

f0
c0

[(
̂γT (s)− (x+ vxs)

)
· (γ̇T (s)− vx)

+
(

̂γR(s)− (x+ vxs)
)
· (γ̇R(s)− vx)

]
. (10)

In (9) and (10), x = [x,ψ(x)] and vx = [vx,∇xψ(x) · vx].
Comparing (6) with the received signal model for conven-

tional wideband SAR, we see that the time dilation term α in
(6) is set to 1 in conventional SAR imaging methods of both
static or moving scenes. This is due to the fact that conventional
wideband SAR image formation methods rely on the “start-
stop” approximation [25], [26] and the Doppler induced by the
movement of antennas and that the targets within each pulse
propagation, which is the real “temporal Doppler” as compared
with the “spatial Doppler” [34], is ignored. As shown later, our
method exploits the temporal Doppler to reconstruct moving
target images and to estimate their velocities.

Note that the time dilation term α is composed of two
terms: a Doppler scaling term due to the movement of antennas
and a Doppler scaling term due to the movement of targets.
Similarly, both the time delay τ and Doppler shift frequency
fv
d include target velocities. If the scene is stationary, i.e., if
vx is set to 0 in (7) and (8), the received signal model that
we present in (6)–(9) reduces to the one that we introduced
in [35] for ultranarrowband CW SAR imaging of stationary
scenes. Similarly, the temporal Doppler shift frequency fv

d in
(10) reduces to the one introduced in [22], whenever vx and a
certain τ ′ parameter introduced in [22] are both zero.

C. Forward Model

Here, we derive a forward model by correlating the win-
dowed and translated received signal with the scaled or
frequency-shifted transmitted waveform. The forward model
maps the reflectivity function defined on the 2-D position space
to the 2-D correlated data. We use this model to reconstruct
reflectivity images of the moving targets and analyze the prop-
erties of the reconstructed images.

We define the correlation of the received signal given in (6)
with a scaled or frequency-shifted version of the transmitted
signal over a finite time window as follows:

d(s, μ) =

∫
r(t+ s)p∗(μt)φ(t)dt (11)

for some s ∈ R and μ ∈ R+, where φ(t), t ∈ [0, Tφ] is a smooth
windowing function with a finite support.

Substituting (6) into (11), we obtain

d(s, μ)=

∫
eiω0(α−μ)teiω0(s−τ)

(4π)2GTR(s,x,vx)
ω4
0 p̃(t−τ+s)p̃∗(t)ρ(x)dxdt.

(12)

Note that p̃(μt) ≈ p̃(t) is used in (12).
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Fig. 1. Bistatic iso-Doppler contours determined for a certain s and two moving targets located at x1 = [0.5e3, 10e3, 0] m and x2 = [20e3, 0, 0] m, at time
t = 0, moving with velocities vx1 = [100, 50, 0] m/s and vx2 = [0,−200, 0] m/s, for three different transmitter and receiver flight trajectories indicated by the
dashed and dash-dot lines, respectively. The black and white triangles denote the corresponding positions of the transmitter and receiver for a certain s. The black
dots indicates the positions of the targets at t = 0.

We define the forward modeling operator F from the reflec-
tivity function ρ to correlated data d as follows:

d(s, μ) ≈Fv[ρ](s, μ)

:=

∫
e−iφv(t,x,s,μ)Av(t,x, s, μ)ρ(x)dxdt (13)

where

φv(t,x, s, μ) = 2πf0t [(μ− 1) + fv
d (s,x,vx)/f0] (14)

Av(t,x, s, μ) =
p̃(t− τ + s)p̃∗(t)eiω0(s−τ)ω4

0

(4π)2GTR(s,x,vx)
(15)

and the bistatic Doppler frequency fv
d is defined in (10).

Note that the phase function φv and the amplitude term Av

in (14) and (15) are not functions of velocity vx. The velocity
field vx, x ∈ supp(Av) is simply fixed and known in φv

and Av .
We assume that ∇xφv �= 0 for all x ∈ supp(Av) and

∂(s,μ)φv �= 0 for all (s, μ) ∈ [s0, s1]× R+.
Similarly, we assume that, for some mA, Av satisfies the

inequality

sup
(t,μ,s,x)∈U

∣∣∂αt
t ∂

αμ
μ ∂βs

s ∂ε1
x1
∂ε2
x2
Av(t,x, s, μ)

∣∣
≤ CA(1 + t2)(mA−|αt|)/2 (16)

where U is any compact subset of R× R+ × R× R2, and the
constant CA depends on U , αt,μ, βs, and ε1,2. This assumption
is needed in order to make various stationary phase calculations
hold. Under this assumption, the forward operator Fv can be
viewed as a generalized Radon transform [36]. In practice, (16)
is satisfied for transmitters and receivers sufficiently far away
from the illuminated region.

Note that, when the velocity field is set to zero, the forward
model Fv that we define in (13) reduces to the forward model
that we introduced in [22] for imaging of stationary scenes
using ultranarrowband CW SAR.

D. Analysis of the Forward Model

Under the assumptions on the phase, φv , and (16), the
leading-order contribution to the integral in (13) comes from the
intersection of the illuminated ground topography and x ∈ R3

that have the same bistatic Doppler frequency [36].
We denote the 2-D curves formed by this intersection as

Fv(s, μ)=
{
x ∈R2 : fv

d (s,x,vx)=f0(1−μ),x ∈ supp(Av)
}

(17)

and refer to Fv(s, μ) as the bistatic iso-Doppler contours for
moving targets.

Fig. 1 shows the bistatic iso-Doppler contours for a scene
containing two moving targets and three different flight tra-
jectories over a flat topography: (a) The transmitter and re-
ceiver are both traversing straight linear flight trajectories.
γT (t) = [3.5, vt, 6.5] km and γR(t) = [(vt− 7), vt, 6.5] km
with speed v = 261 m/s. (b) The transmitter is traversing a
straight linear flight trajectory γR(t) = [vt, 0, 6.5] km, and
the receiver is traversing a parabolic flight trajectory γT (t) =
[vt, (vt− 11)2 ∗ 22/121, 6.5] km with speed v = 261 m/s.
(c) The transmitter and receiver are both traversing a circular
flight trajectory. γT (θ) = γC(θ) and γR(θ) = γC(θ − π/2),
where γC(θ) = [11 + 11 cos θ, 11 + 11 sin θ, 6.5] km with θ =
(v/R)t, where speed v = 261 m/s and radius R = 11 km. We
assume that the two moving targets are centered at positions
x1 = [0.5e3, 10e3, 0] m and x2 = [20e3, 0, 0] m, at time t =
0, moving with velocities vx1

= [100, 50, 0] m/s and vx2
=

[0,−200, 0] m/s, respectively.2 We assume that the veloc-
ity field vx for the scene can be approximated by the fol-
lowing smooth function vx1

e−|x−x1|2/σ2
+ vx2

e−|x−x2|2/σ2
,

where σ � 1 is a constant. Note that the iso-Doppler contours
depend on s, as defined in (10). The contours shown in Fig. 1 is
for a certain s value. These contours change as the transmitter
and receiver and the target(s) move along their trajectories.

2In order to highlight the impact of the target velocity on the bistatic
iso-Doppler contours and show the difference with the bistatic iso-Doppler
contours for static scene imaging [22], we used exaggerated velocities.
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Fig. 2. Bistatic iso-Doppler contours determined for a certain s when the scene is stationary. The three different flight trajectories of the transmitter and receiver
along with the notations are as described in Fig. 1. Note that the visual comparison in Fig. 1 and the figures on top shows that the iso-Doppler contours are warped
when the scene includes moving targets.

Fig. 2 shows the iso-Doppler contours when the scene is
stationary with the same antenna trajectories as in Fig. 1.
Visual comparison of these contours shows that the iso-Doppler
contours are warped versions of the contours obtained for a
stationary scene when the scene includes moving targets.

The analysis of the forward model Fv shows that the win-
dowed, scaled, and translated correlations between the received
signal and the transmitted signal are the projections of the
scene reflectivity onto the bistatic iso-Doppler contours for
moving targets. We now define imaging of moving targets as
the reconstruction of the scene reflectivity ρ and the estimation
of the target velocities vx based on the forward model Fv using
the data d.

III. IMAGE FORMATION

Here, we first present an FBP-type reflectivity image recon-
struction method by backprojecting the data d onto the bistatic
iso-Doppler contours for moving targets, under the assumption
that the velocity field of the scene is known. We show that
the FBP method results in a PSF that can be approximated
by a band-limited Dirac-delta function whenever the motion
is compensated with the correct velocity field. However, since
the velocity field of the scene is unknown, we next backproject
the data onto the bistatic iso-Doppler contours for a constant
velocity field for a range of velocities. We then show that the
position of a target (or targets) whose true velocity is equal
to the constant hypothesized velocity lies at the intersection of
the bistatic iso-Doppler contours corresponding to the constant
velocity field and the bistatic iso-Doppler contours correspond-
ing to the true velocity field of the scene for each s value.
Hence, when the data are backprojected onto the constant field
iso-Doppler contours, only the targets whose velocity is equal
to the hypothesized constant velocity emerge as focused and
other targets either do not appear or appear as smeared. We
then take an approach similar to [6], [10], [15], and [17] and
reconstruct a stack of reflectivity images corresponding to a
range of velocities suitable for ground moving targets. We next
estimate the velocity of each scatterer from this stack of images
using two different figures of merit that measure how well each
reflectivity image is focused.

A. Reflectivity Image Reconstruction

We form reflectivity images of the scene by filtering and
backprojecting the correlated data d onto the bistatic iso-
Doppler contours for moving targets as follows:

ρ̃(z) :=Kv[d](z)

=

∫
eiφv(t,z,μ)Qv(z, t, s)d(s, μ)dtdsdμ (18)

where Kv is the FBP operator, and Qv is the filter to be
determined below. Note that v = vx is the fixed and known
velocity field in φv and Qv . Thus, we refer to Kv as the motion-
compensated imaging operator in the rest of our discussion.

We assume that, for some mQv
, Qv satisfies the inequality

sup
(t,μ,s,z)∈U

∣∣∂αt
t ∂

αμ
μ ∂βs

s ∂ε1
z1
∂ε2
z2
Qv(t,z, s, μ)

∣∣
≤ CQv

(1 + t2)(mQv−|αt|)/2 (19)

where U is any compact subset of R× R+ × R× R2, and
the constant CQv

depends on U , αt,μ, βs, and ε1,2. Under the
assumption (19), (18) defines Kv as a Fourier integral operator.

Note that, if the scene is stationary, the backprojection oper-
ator defined in (18) reduces to the one introduced in [22], when
a certain parameter τ ′ is also set to 0.

B. PSF Analysis

Substituting (13) into (18), we rewrite (18) as

ρ̃(z) :=KvFv[ρ](z)

=

∫
Lv(z,x)ρ(x)dx (20)

where Lv(z,x) is the PSF of the motion-compensated reflec-
tivity imaging operator given by

Lv(z,x) =

∫
ei[φv(t,z,s,μ)−φv(t,x,s,μ)]

×Qv(z, t, s)Av(t
′,x, s, μ)dtdsdμdt′. (21)
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Fig. 3. Bistatic iso-Doppler-rate contours determined for a certain s and two moving targets, as described in Fig. 1, for three different transmitter and receiver
flight trajectories, as described in Section II-D. The black and white triangles denote the corresponding positions of the transmitter and receiver. The black dots
indicate the positions of the targets at t = 0.

We define

Φv =φv(t,z, s, μ)− φv(t,x, s, μ)

= 2πt [(μ− 1)f0 + fd(s,z,vz)]

− 2πt′ [(μ− 1)f0 + fd(s,x,vx)] . (22)

Applying the stationary phase theorem to approximate the t′

and μ integrations in (21),3 we obtain t = t′. Substituting t = t′

into (21), we get the kernel of the image fidelity operator KvFv

as follows:

Lv(z,x) ≈
∫

ei2πt[fd(s,z,vz)−fd(s,x,vx)]

×Qv(z, t, s)Av(t,x, s, 1− fd(s,x,vx)/f0)dtds. (23)

To simplify our notation, we let

Av(t,x, s) = Av (t,x, s, 1− fd(s,x,vx)/f0) . (24)

The main contributions to Lv comes from the critical points
of the phase of KvFv that satisfy the following conditions [37]:

fd(s,x,vx) = fd(s,z,vz) (25)

ḟd(s,x,vx) = ḟd(s,z,vz) (26)

where ḟd(s,x,vx) denotes the first-order derivative of
fd(s,x,vx) with respect to s. We refer to ḟd(s,x,vx) as the
bistatic Doppler rate for moving targets.

Using (10), we obtain

ḟd(s,x,vx) =
f0
c0

[
1

|γT (s)− (x+ vxs)|
|(γ̇T (s)− vx)⊥|2

+ ̂(γT (s)− (x+ vxs)) · γ̈T (s)

+
1

|γR(s)− (x+ vxs)|
|(γ̇R(s)−vx)⊥|2

+ ̂(γR(s)− (x+ vxs)) · γ̈R(s)

]
(27)

3The determinant of the Hessian of Φv is (2π)2f2
0 . Thus, the stationary

points are nondegenerate.

where

(γ̇T,R(s)−vx)⊥=(γ̇T,R(s)− vx)−
(

̂γT,R(s)− (x+ vxs)
)

×
[

̂(
γT,R(s)− (x+ vxs)

)
·
(
γ̇T,R(s)− vx

)]
(28)

denotes the projection of the relative velocity γ̇T,R(s)− vx

onto the plane whose normal vector is along the antenna look

direction, i.e., ̂γT,R(s)− (x+ vxs). Note that, in (27), x =
[x,ψ(x)] and vx = [vx,∇xψ(x) · vx].

In (27), the summation of the first two terms in the square
bracket corresponds to the relative radial acceleration between
the transmitter and the target located at x+ vxs at time s,
whereas the summation of the last two terms in the square
bracket corresponds to the relative radial acceleration between
the receiver and the target located at x+ vxs at time s.

We refer to the locus of the points formed by the intersection
of the illuminated surface, [x,ψ(x)] and the set {x ∈ R3 :
ḟd(s,x,vx) = C}, for some constant C, as the bistatic iso-
Doppler-rate contours for moving targets and denote it by

Ḟv(s, C) =
{
x ∈ R2 : ḟd(s,x,vx) = C,x ∈ supp(Av)

}
.

(29)

Fig. 3 shows the bistatic iso-Doppler-rate contours for two
moving targets over a flat topography with three different flight
trajectories that are described in Section II-D. Fig. 4 shows
the bistatic iso-Doppler-rate contours for the stationary scene
over a flat topography with the same flight trajectories as in
Fig. 3. Again, we see that the bistatic iso-Doppler-rate contours
are warped when the scene includes moving targets. Note that
Figs. 3 and 4 are for a certain s value, as in Figs. 1 and 2.

The critical points z of the phase of KvFv that contribute
to the reflectivity image formation are those points that lie at
the intersection of the bistatic iso-Doppler contours Fv(s, μ)
and the bistatic iso-Doppler-rate contours Ḟv(s, C). For the cor-
rect velocity, i.e., vz = vx, this intersection contributes to the
reconstruction of the visible edges4 of the scene.5 Note that,

4The term “visible edges” refers to the edges of a scene reflectivity whose
information is acquired by the imaging system given the imaging geometry.

5We assume that the flight trajectory and the illumination patterns are chosen
such that the intersection has a single element avoiding artifacts such as the
right-left type of ambiguities.
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Fig. 4. Bistatic iso-Doppler-rate contours determined for a certain s when the scene is stationary for three different transmitter and receiver flight trajectories, as
described in Section II-D. The black and white triangles denote the corresponding positions of the transmitter and receiver. Note that the iso-Doppler-rate contours
are warped version of the figures on top when the scene includes moving targets.

if vz �= vx, the points lying at the aforementioned intersection
lead to the artifacts in the reconstructed reflectivity image.

C. Determination of the FBP Filter

We determine Qv so that the PSF of the motion-compensated
reflectivity imaging operator Lv(z,x) is as close as possible
to the Dirac-delta function δ(z − x) whenever vz = vx, i.e.,
whenever the reflectivity at z is reconstructed for the correct
target velocity vx. We follow a derivation similar to the one we
presented in [22]. We assume that the flight trajectory and the
illumination pattern are chosen such that the only contribution
to Lv(z,x) comes from those points z = x.

Thus, we linearize fd(s,z,vz) around z = x and
approximate

fd(s,z,vz)− fd(s,x,vz) ≈ (z − x) · ∇zfd(s,z,vz). (30)

For each z, we make the following change of variables:

(t, s) → ξv = t∇zfd(s,z,vz) (31)

and write (23) as follows:

Lv(z,x)=

∫
Ωv,z

ei(z−x)·ξvQv(z, ξv)Av(z, ξv)ηv(z,vz, ξv)dξv

(32)

where

Qv(z, ξv) =Qv(z, t (ξv), s(ξv)) (33)

Av(z, ξv) =Av (t(ξv), z, s(ξv)) (34)

ηv(z,vz, ξv) = |t|−1

∣∣∣∣det [
∇zfd(s,z,vz)
∂s∇zfd(s,z,vz)

]∣∣∣∣−1

(35)

is the determinant of the Jacobian that comes from the change
of variables given in (31).

The domain of integration in (32) is given by

Ωv,z = {ξv = t∇zfd(s,z,vz)|Av(t,z, s) �= 0, t, s ∈ R} .
(36)

We refer to Ωv,z as the data collection manifold at z associated
with the velocity field vz. This set determines many of the
properties of the reconstructed reflectivity image.

We assume that |∇zvz| ≈ 0 almost everywhere in the scene.
Using this assumption and (31) and (10), we obtain

ξv = − t
2πf0
c0

{
[D +D2s] ·

[
(γ̇T (s)− vz)⊥

|γT (s)− (z+ vzs)|

+
(γ̇R(s)− vz)⊥

|γR(s)− (z+ vzs)|

]
+D2 ·

[
̂(γT (s)− (z+ vzs))

+ ̂(γR(s)− (z+ vzs))
] }

(37)

where

D =

[
1 0 ∂ψ(z)/∂z1
0 1 ∂ψ(z)/∂z2

]
(38)

D2 =

[
0 0 ∂2ψ(z)

∂2z1
vz1 +

∂2ψ(z)
∂z2∂z1

vz2

0 0 ∂2ψ(z)
∂z1∂z2

vz1 +
∂2ψ(z)
∂2z2

vz2

]
(39)

and (γ̇T,R − vz)⊥ is the projection of γ̇T,R − vz onto the

plane whose normal is ̂γT,R(s)− (z+ vzs), as defined by
(28). Note that vz = [vz,∇zψ(z) · vz], vz = [vz1, vz2].

For a flat topography, (37) reduces to

ξv = −t
2πf0
c0

{
Df ·

[
(γ̇T (s)− vz)⊥

|γT (s)− (z+ vzs)|

+
(γ̇R(s)− vz)⊥

|γR(s)− (z+ vzs)|

]}
(40)

where Df = [I, 0] is composed of a 2 × 2 identity matrix and a
2 × 1 vector of 0s. For a stationary scene, (40) reduces to

ξ = −t
2πf0
c0

{
Df ·

[
γ̇T (s)⊥

|γT (s)− z| +
γ̇R(s)⊥

|γR(s)− z|

]}
(41)
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Fig. 5. Illustration of the vectors in (40) and (41), showing the difference
between the data collection manifolds in the moving target and the stationary
target imaging methods using ultranarrowband CWs. Note that the solid lines
represent the vectors involved in the stationary target imaging, whereas the
dashed lines represent the vectors involved in the moving target imaging.

where γ̇T,R(s)⊥ is the projection of γ̇T,R(s) onto the plane

whose normal is ̂γT,R(s)− z. Fig. 5 illustrates the difference
between the two vectors given in (40) and (41).

To approximate the PSF Lv(z,x) in (32) with the Dirac-
delta function, we choose the filter as follows:

Qv(z, ξv) =
χΩv,z

ηv(z,vz, ξv)

A∗
v(z, ξv)

|Av(z, ξv)|2
(42)

where χΩv,z
is a smooth cutoff function that prevents division

by zero in (42).
With this choice of filter, the resulting motion-compensated

FBP operator can recover not only the correct target position
and orientation but also the correct strength of the moving
target at z.

Note that, for a stationary scene, the filter becomes

Q(z, ξ) =
χΩz

η(z, ξ)

A∗(z, ξ)

|A(z, ξ)|2
(43)

where ξ is defined as in (40), and η(z, ξ) is given as

η(z, ξ) =

∣∣∣∣∂(t, s)∂ξ

∣∣∣∣ (44)

and A(z, ξ) = Av(z, ξ)|vx=0, and χΩz
is the indicator func-

tion over the support of A.

D. Determination of the Velocity Field

In developing the FBP operator, we assume that the velocity
field of the scene is known a priori. However, in practice, the
velocity of a moving target is an unknown quantity and has to
be estimated. Below, we describe a method to determine the
velocity of moving targets.

We note that the function ϕ and its underlying parameters in
the velocity field model vx =

∑N
i=1 vxi

ϕ(x− xi) are chosen

such that, when x → xi, vx → vxi
. As a result, the bistatic iso-

Doppler contours corresponding to a constant field vx = vxi0
,

i.e., the set of x locations on the ground given by the solution of

fv
d (s,x,vxi0

) = f0(1− μ) (45)

for all s and μ, include the target location xi0 , which is also a
solution of

fv
d (s,x,vx) = f0(1− μ) for vx =

N∑
i=1

vxi
ϕ(x− xi).

(46)

In other words, the bistatic iso-Doppler contours for the ve-
locity field vx = vxi0

and the bistatic iso-Doppler contours

corresponding to the velocity field vx =
∑N

i=1 vxi
ϕ(x− xi)

intersect at the target location xi0 for all s and μ. Other target
locations are either not in the intersection or appear only for
some s. Therefore, if we backproject the data d onto bistatic iso-
Doppler contours for a constant hypothesized velocity vh, and
if this velocity is equal to the velocity of a target (or targets),
those targets emerge as focused in the reconstructed image
while other targets either do not appear or appear as smeared
in the image.

Hence, similar to [6], [10], [15], and [17], we choose a range
of hypothesized velocity values vh suitable for ground mov-
ing targets. Using the FBP method described in the previous
subsections, we reconstruct a reflectivity image correspond-
ing to each velocity vh. We refer to this image as the vh-
reflectivity image and denote it by ρvh

(z). Note that, whenever
the hypothesized velocity vh is equal to the true target velocity
vx, the backprojection and the filter described in the previous
subsections ensure that the visible edge at x in the scene is
reconstructed at the correct location, orientation, and strength.
We refer to the image at z as focused if vh = vx. If, on the
other hand, vh �= vx, the reconstructed edges of the scene are
expected to be spread.

In order to determine the velocity of a scatter at z, we
measure the degree to which the image ρvh

(z) is focused at
z using two different figures of merit. Both of these figures of
merit can be viewed as metrics that quantify the spread of edges.

The first figure of merit is the image contrast measure, which
can be viewed as the ratio of the standard deviation to the mean
of the image [6], [38]. Using this figure of merit, we generate a
contrast image as follows:

I(vh) =
E

[∣∣ρsvh
− E

[
ρsvh

]∣∣2]∣∣E [
ρsvh

]∣∣2 (47)

where vh = [vh1, vh2] is the index of the contrast image, ρsvh

denotes a small neighborhood around the peak of ρvh
, and

E[ρsvh
] denotes the mean value of ρsvh

over its spatial coor-
dinates, i.e., over all pixel values in this neighborhood. Note
that this figure of merit was previously used in [6] and [38]
to determine target velocities from a stack of images for the
conventional SAR moving target imaging.

The second figure of merit is based on the image gradient.
Since our reconstruction method is based on recovering the
visible edges of the scene, defocusing in the reconstructed
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TABLE I
PARAMETERS THAT AFFECT THE RESOLUTION OF THE vh-REFLECTIVITY IMAGE

images occurs due to the spread of edges. Therefore, a gradient-
based metric is a suitable metric to quantify the degree of
defocus in reconstructed images.

We define a gradient image as follows:

G(vh) =

∫
Sf

|∇zρvh
(z)|2 dz (48)

where Sf denotes a small region around the peak of ρvh
.

Note that we do not necessarily assume that the number
of targets N in the scene is known a priori. If there are
multiple moving targets with different velocities in the scene,
the contrast and gradient images could have several peaks, each
one corresponding to the velocity of a different moving target.
We accordingly detect the moving targets and determine their
velocities by detecting the local maxima in the contrast and
gradient images. In practical implementation, since gradient
and contrast images are discrete, a threshold-based detection
can be used in the absence of prior knowledge about the number
of moving targets. The threshold determines the number of the
moving targets, whose velocities are estimated by locating the
peaks above the threshold in the contrast or gradient image.
The threshold can be determined based on the constant-false-
alarm-rate criterion [39], which takes into account the statistics
of the background clutter.

In practice, the discretized and estimated velocity may de-
viate from the true velocity. In Section V, we numerically
analyze the sensitivity of the image contrast and image gradient
measures with respect to small errors in the estimated velocity
and with respect to signal-to-clutter-and-noise ratio (SCNR).

IV. RESOLUTION ANALYSIS

Here, we analyze the resolution of reconstructed reflectivity
images. Our resolution analysis results are consistent with the
Doppler ambiguity theory of ultranarrowband CW signals [40].

To determine the resolution of the reconstructed reflectivity
images, we analyze the bandwidth of the PSF associated with
the image fidelity operator KvFv.

Substituting (42) into (32) and the result back into (20), we
obtain

ρ̃(z) :=KvFv[ρ](z)

=

∫
Ωv,z

ei(z−x)·ξvρ(x)dxdξv. (49)

Equation (49) shows that the image ρ̃(z) is a band-limited
version of ρ, whose bandwidth is determined by the data
collection manifold Ωv,z . The larger the data collection man-
ifold, the better the resolution of the reconstructed reflectivity
image becomes. Furthermore, as indicated by (36) and (37), the
bandwidth contribution of ξv to the reflectivity image at z is
given by

2πf0
c0

Lφ

∣∣∣∣∣[D +D2s] ·
[

(γ̇T (s)− vz)⊥
|γT (s)− (z+ vzs)|

+
(γ̇R(s)− vz)⊥

|γR(s)− (z+ vzs)|

]
+ 2 cos

θTR(z,vz, s)

2
D2 · b̂TR(z,vz, s)

∣∣∣∣∣ (50)

where Lφ denotes the length of the support of φ(t),
b̂TR(z,vz, s) denotes the unit vector in the direction of

[ ̂(γT (s)− (z+ vzs)) + ̂(γR(s)− (z+ vzs))], and θTR(z,
vz, s) denotes the bistatic angle formed by the transmitter and
receiver with respect to the target located at (z+ vzs) at time
s. D and D2 are as described in (38) and (39).

Equation (50) shows that, as the carrier frequency of the
transmitted signal f0 becomes higher, the magnitude of ξv gets
larger, which results in higher resolution reflectivity images of
the moving target. Furthermore, (50) shows that the resolution
depends on the range of the antenna to the moving target via
the terms |γT (s)− (z+ vzs)| and |γR(s)− (z+ vzs)| and
on the relative speed between the transmitter (receiver) and
the moving target via the terms (γ̇T (s)− vz)⊥ and (γ̇R(s)−
vz)⊥. As the antennas move away from the target, or the
relative speed decreases in certain directions, the magnitude of
ξ decreases, which results in reduced resolution. Additionally,
larger number of processing windows, i.e., s samples, used for
imaging leads to a larger data collection manifold and, hence,
better resolution. As indicated by the second term of (50), the
resolution of the reflectivity image also depends on the bistatic
angle θTR(z,vz, s). The larger the θTR(z,vz, s), the lower the
resolution becomes.

We summarize the parameters that affect the resolution of the
reconstructed moving target image in Table I.

V. NUMERICAL SIMULATIONS

We performed three sets of numerical simulations to demon-
strate the performance of our imaging method and to validate
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Fig. 6. (a) Two-dimensional illustration of the simulation setup for a single moving target using a monostatic antenna. The dark region shows the scene
considered. The red dot shows the position of the point target with the arrow indicating the direction of the target velocity. The radar platform traverses a
straight linear trajectory, as shown by the black line. The aperture used for the image is shown by the red line. (b) Scene to be reconstructed.

the theoretical results. In the first set of simulations, we nu-
merically studied the reflectivity (or position) reconstruction
performance and the velocity estimation performance of our
method for a single moving target. We analyzed the sensitivity
of the contrast and gradient images with respect to small errors
in the estimated velocity due to discretization. We also analyzed
the robustness of contrast and gradient metrics in velocity
estimation with respect to clutter and noise at different SCNRs.
In the second set of simulations, we numerically studied the
PSF of the motion-compensated imaging operator developed
in Section III under different scenarios and demonstrated
the theoretical results of the resolution analysis described in
Section IV for flat topography. In the third set of simulations,
we demonstrated the performance of our imaging method for
multiple moving targets embedded in uniform clutter and struc-
tured clutter.

Different transmitter and receiver trajectories were used in
the three sets of simulations. In the first two sets of simula-
tions, we considered a monostatic antenna traversing a straight
linear trajectory. In the third set of simulations, we considered
a bistatic setup where both the transmitter and receiver are
traversing the same circular trajectory in tandem with an initial
position offset.

For all the numerical experiments, we assumed that a single-
frequency CW is being transmitted. We used (6) to generate the
received signal and (11) to generate the data used for imaging
and chose the windowing function φ in (11) to be a Hanning
function.

A. Simulations for a Single Moving Target

1) Settings: We considered a scene of size 256× 256 m2

with flat topography centered at [11, 11, 0] km. The scene
was discretized into 128 × 128 pixels, where [0, 0, 0] m and
[256, 256, 0] m correspond to the pixels (1, 1) and (128, 128),
respectively. We assumed that a single square moving target of
size 10 m × 10 m having unit reflectivity was centered at [142,
126] m, at time t = 0, corresponding to the (71, 63)th pixel in
the scene.

We considered a monostatic antenna traversing a straight
linear trajectory γL(vt) = (vt, 0, 6.5) km at a constant speed,
where v = 261 m/s is the radar velocity. Fig. 6(a) shows the 2-D
schematic of the scene with the target and antenna trajectories.
The aperture length used for the image was 22e3 m, as indicated
by the red line. Fig. 6(b) shows the real scene with a moving
target at time t = 0.

We reconstructed ρ̃vh
(z) images via the FBP method,

as described in Section III and III-D, with f0 = 800 MHz,
Lφ = 0.0107 s, and the aperture sampling frequency fs =
24.2967 Hz.

2) Robustness of Contrast- and Gradient-Based Velocity Es-
timation Due to Discretization Errors in Velocity: We assumed
the moving velocity of the target to be [6.2, −5.5, 0] m/s, as
shown in Fig. 6(a). We assumed that the velocity of the target
is in the range of [−10, 10]× [−10, 10] m/s and implemented
the velocity estimation in two stages, each one using a different
discretization step: We first discretized the entire velocity space
into a 21 × 21 grid with a step size of 1 m/s, from which we
obtained an initial estimate of the target velocity ṽx,0. Then, we
discretized a small region of size [−1, 1]× [−1, 1] m/s around
the initial velocity estimate into a 21 × 21 grid with a step size
of 0.05 m/s to refine our velocity estimate obtained at the first
stage. Note that, in order to isolate the sensitivity of contrast-
and gradient-based velocity estimation with respect to errors
in velocity discretization, we conducted the simulations here
without clutter and noise.

We formed the contrast and gradient images for the first
velocity estimation stage, as described in Section III-D. The
results are shown in Fig. 7(a) and (b). The black circle in-
dicates the estimated velocity. The initial velocity estimates
obtained from Fig. 7(a) and (b) are ṽc

x,0 = [7,−5] m/s and
ṽg
x,0 = [6,−5] m/s, respectively, both of which are close to the

true target velocity vx = [6.2,−5.5] m/s. The bright regions
around the peaks in the contrast and gradient images shown in
Fig. 7(a) and (b) indicate that the image contrast and gradient
vary smoothly with the hypothesized velocity.

Comparing the two initial velocity estimates, we find that
the image gradient outperforms the image contrast in this
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Fig. 7. (a) Contrast and (b) gradient images formed in the first velocity estimation stage. The two images are formed for the entire velocity space discretized
using a step size of 1 m/s. The estimated velocities are ṽc

x,0 = [7,−6] m/s and ṽg
x,0 = [6,−6] m/s, as indicated by the black circles.

Fig. 8. (a) Contrast and (b) gradient images formed in the second velocity estimation stage. The two images are formed for a small velocity region of size
[−1, 1]× [−1, 1] m/s, around ṽg

x,0 = [6,−6] m/s, using a step size of 0.05 m/s. This corresponds to the region [5, 7]× [−7,−5] m/s. The estimated velocities

in this stage are ṽc
x,0 = ṽg

x,0 = [6.2,−5.5] m/s, as indicated by the red circles.

Fig. 9. Reconstructed reflectivity images with the estimated velocity ṽx =
[6.2,−5.5] m/s. The red circle indicates the true target position at time t = 0.

experiment, since ṽg
x,0 is closer to the true target value. At

the second stage of the velocity estimation, we used a finer
discretization step around ṽg

x,0. The resulting contrast and
gradient images are shown in Fig. 8(a) and (b), respectively. It
is shown that both Fig. 8(a) and (b) result in a velocity estimate
of [6.2, −5.5] m/s shown by the red circle, which is consistent
with the true target velocity. Note that we use the black circle to

Fig. 10. RMSE of the estimated velocities as a function of SCNR (unit: dB)
using contrast- and gradient-based velocity estimation, which were indicated
by circle and cross markers, respectively. Note that the solid and dashed lines
represent the RMSE of ṽx1 and ṽx2, respectively.

denote the estimated value and the red circle to denote the true
value. If the estimated value is almost equal to the true value,
only the marker for true value is shown.
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Fig. 11. Simulation results at high SCNR (32 dB). (a) Original scene. (b) Moving target reflectivity image reconstructed with the estimated velocity ṽx =
[6,−5] m/s. The red circle indicates the true target position at time t = 0. (c) Contrast image. (d) Gradient image. The estimated velocities ṽc

x and ṽg
x are both

consistent with the true target velocity vx, i.e., ṽc
x = ṽg

x = vx, which were indicated by the red circles in (c) and (d).

Fig. 9 shows the reconstructed reflectivity image of the
moving target when vh = ṽx = [6.2,−5.5] m/s. We see that
the amplitude, position, and orientation of the edges of the
moving target are well reconstructed. The red circle shows the
true target location.

3) Robustness of Velocity Estimation With Respect to Noise
and Clutter: Here, we present the reconstruction and velocity
estimation of a moving target using data with clutter and noise
at different SCNR levels to analyze the robustness of contrast-
or gradient-based velocity estimation with respect to clutter
and noise. The target velocity was set to [6, −5, 0] m/s, and
the range of the hypothesized velocities was assumed to be
[0, 10]× [−10, 0] m/s. The entire velocity space was discretized
into an 11 × 11 grid with a step size of 1 m/s.

We considered a uniform clutter background [17], [41] and
simulated it as an uncorrelated complex Gaussian random
field. The receiver noise was simulated as an additive white
Gaussian process with zero mean. The clutter-to-noise ratio
(CNR) was set to 20 dB. Ten different realizations of noise and
clutter were generated to calculate the root-mean-square error
(RMSE).

We formed the contrast and gradient images under dif-
ferent SCNRs and estimated the velocity, as described in
Section III-D. Fig. 10 shows the RMSE of the estimated
velocities using these two figures of merit. We see that the
contrast-based metric outperforms the gradient-based metric
under low SCNRs, since gradient increases the effect of noise

or clutter in images. The contrast-based approach performs
well when SCNR ≥ 10 dB, whereas the gradient-based velocity
estimation requires higher SCNR (∼25 dB) to achieve the same
RMSE performance as the contrast-based approach. Note that
the graceful degradation of the RMSE curve as the SCNR de-
creases indicates that the contrast- and gradient-based metrics
are robust with respect to clutter and noise.

Figs. 11 and 12 show the original scenes, the reconstructed
moving target images, and the contrast and gradient images for
SCNR = 32 dB and SCNR = 12 dB, respectively. Fig. 11(c)
and (d) shows that under high SCNR, both contrast- and
gradient-based metrics lead to correct velocity estimation. Note
that, at high SCNR, the gradient image provides a better test
statistic than the contrast image for velocity estimation, as can
be seen from the clear peak at the correct velocity. However,
at low SCNRs, the contrast-based metric is more robust and
provides a better test statistic than the gradient-based approach,
as shown in Fig. 12(c) and (d). Fig. 12(b) shows the image
reconstructed using the contrast-based velocity estimation.

B. Numerical Analysis of the PSF

Here, we present a numerical analysis of the motion-
compensated PSF, i.e., PSF when vh = vx, to verify the
theoretical results obtained in Section IV. We used the
same simulation geometry and scene setup, as described in
Section V-A. We placed a point moving target with unit
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Fig. 12. Simulation results at low SCNR (12 dB). (a) Original scene. (b) Moving target reflectivity image reconstructed with the estimated velocity ṽc
x =

[6,−5] m/s. The red circle indicates the true target position at time t = 0. (c) Contrast and (d) gradient images with ṽc
x = [6,−5] m/s and ṽg

x = [0,−1] m/s.
The red circles in (c) and (d) indicate the true velocities, whereas the blue circle indicates the estimated velocity.

TABLE II
SIMULATION PARAMETERS USED IN FOUR DIFFERENT CASES

reflectivity located at [140, 124, 0] m, at t = 0, moving with
velocity [6.2, −5.5] m/s. Note that this position corresponds to
the (70, 62)th pixel in the image.

We performed numerical simulations to demonstrate the
effect of f0, the carrier frequency of the transmitted waveform;
Lφ, the length of the support of φ(t); and Ls, the length of the
aperture on the PSF. We reconstructed the PSF for the four cases
listed in Table II.

Fig. 13(a)–(d) shows the reconstructed PSFs. For ease of
comparison, the X and Y profiles for the four cases are shown
together in Fig. 14(a) and (b). We also tabulated the 3-dB
mainlobe width and the peak-to-sidelobe ratio (PSLR) of the X
and Y profiles in Table III, where the 3-dB mainlobe width is
used as a measure of resolution, and PSLR is used as a measure
of the level of the sidelobes in the reconstructed PSFs. Note
that, in the fourth case, the amplitude of the PSF smoothly
attenuates, and there are no obvious peak sidelobes in the X
and Y profiles of the PSF. We used the sidelobe level at the

position corresponding to the peak sidelobe location in the first
case as the peak sidelobe value in the fourth case.

As shown in Fig. 13(a) and (b), the quality of the recon-
structed motion-compensated PSF degrades as the frequency of
the transmitted waveform decreases from 800 to 80 MHz. We
observe an obvious spreading of the mainlobes and an obvious
increase in the level of the sidelobes in Fig. 14(a) and (b). This
is also indicated by the increase in the 3-dB mainlobe width and
the PSLR, as shown in Table III.

Comparing Fig. 13(c) with Fig. 13(a), we see that the quality
of the PSF improves as the length of the support of the win-
dowing function increases from 0.0107 to 0.1707 s due to a
larger data collection manifold. Comparing the profiles of the
PSFs in both cases, we see that the level of the sidelobes of the
PSF decreases as the support of the windowing function gets
longer, which is also indicated by the PSLR values in the two
cases listed in Table III. The resolution in the X-direction and
Y-direction also improves as compared to the first case as shown
in Table III.

Comparing Fig. 13(d) with Fig. 13(a), we see that the in-
crease in the synthetic aperture length Ls results in an im-
provement in the reconstructed PSF as expected. We observe
that there is a significant improvement in the sidelobes of the
PSF, as shown in Fig. 14(a) and (b), which is also indicated
by the decrease of the PSLR value from case (1) to case (4)
in Table III. Furthermore, it is shown in Table III that the
resolution in the X-direction and Y -direction improves.
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Fig. 13. Motion-compensated PSFs of the moving target imaging method reconstructed using different waveform parameters: (a)f0 = 800 MHz, Lφ =
0.0107 s, and Ls = 5.5e3 m; (b) f0 = 80 MHz, Lφ = 0.0107 s, and Ls = 5.5e3 m; (c) f0 = 800 MHz, Lφ = 0.1707 s, and Ls = 5.5e3 m;
(d) f0 = 800 MHz, Lφ = 0.0107 s and Ls = 22e3 m.

Fig. 14. (a) X and (b) Y profiles of the reconstructed PSFs shown in Fig. 13.

TABLE III
PSLR AND 3-dB MAINLOBE WIDTH OF THE RECONSTRUCTED PSFs FOR CASES 1–4
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TABLE IV
TARGET PARAMETERS: POSITION, REFLECTIVITY, VELOCITY, AND SCNR

Fig. 15. Scene considered in the numerical simulations.

C. Numerical Simulations for Multiple Moving Targets

We considered a scene of size [0, 1100]× [0, 1100] m2 with
flat topography centered at [11, 11, 0] km. The scene was
discretized into 128 × 128 pixels, where [0, 0, 0] m and [1100,
1100, 0] m correspond to the pixels (1, 1) and (128, 128),
respectively. We assumed that there were five moving targets
present in the scene. Each moving target was simulated as a
3 × 3 pixel. We considered both uniform (homogeneous) clutter
and structured (heterogeneous) clutter in the simulations. The
former was simulated as an uncorrelated complex Gaussian
random field with variance σ2

c = 2. The latter was simulated
as a stationary relatively large extended target centered at the
pixel (48, 83) of size 56 × 36 pixels with a reflectivity of 3.
The receiver noise was simulated as additive white Gaussian at
the CNR level of 20 dB.

Table IV lists the moving target parameters, including center
position, velocity, reflectivity, and SCNR. Fig. 15 shows the
scene with cluttered background and multiple moving targets
along with their corresponding velocities. Note that the SCNRs
in Table IV were calculated with respect to each moving target.
The static target clutter was only taken into account in calculat-
ing the SCNR for the fifth target, which is superimposed on the
static extended target. In fact, when we reconstruct an image
of a particular moving target in a scene with multiple moving
targets, other moving targets moving at different velocities con-
tribute as an interference and can be viewed as clutter. However,
we did not take this factor into account in the SCNR calculation.
Note that this simulation setup includes the following cases:
Two moving targets with very different SCNRs that are i) close
in both position and velocity spaces, such as targets 1 and 4; ii)
close in position, but far apart in velocity spaces, such as targets
1 and 3; iii) equal in velocity, but far apart in position spaces,

such as Target 1 and 2; and iv) a moving target embedded in a
stationary structured extended target/clutter.

We assumed that the transmitter and receiver were traversing
a circular trajectory given by

γC(θ) = (11 + 11 cos(θ), 11 + 11 sin(θ), 6.5) km. (51)

Let γT (θ) and γR(θ) denote the trajectories of the transmitter
and the receiver. We set γT (θ) = γC(θ) and γR(θ) = γ1(θ −
π/4). Note that the variable θ in γC is equal to (v/R)t, where
v is the speed of the receiver, and R is the radius of the circular
trajectory. We set the speed of the transmitter and receiver to
261 m/s.

We reconstructed ρ̃vh
(z) images via the FBP method, as de-

scribed in Section III and III-D, with f0 = 800 MHz and Lφ =
0.0107 s. The circular aperture was uniformly sampled into
2048 points, corresponding to an aperture sampling frequency
fs = 7.7340 Hz. We assumed that the velocity of the targets
is in the range of [−20, 20]× [−20, 20] m/s and discretized
the entire velocity space into a 41 × 41 grid with a step size
of 1 m/s.

Fig. 16(a) and (b) shows the contrast and gradient images
formed, as described in Section III-D. We set the detection
threshold at 1.5 times the mean value of the contrast image.
The detection results based on the contrast image are shown in
Fig. 16(c). We see that six velocities are detected, where the
circles denote the correct detection, and the triangle denotes
the false alarm. The results are favorable, since all five moving
targets moving at four different velocities are all correctly
detected.

We applied the same threshold as we determined from the
contrast image to the gradient image to detect moving targets.
The results show that only four velocities were detected, of
which, two correspond to true moving target velocities, one
corresponds to (0, 0)-m/s velocity (denoted by “star”), and
one corresponds to a false alarm, as shown in Fig. 16(d). We
reduced the threshold to allow the same number of detected
velocities as in Fig. 16(c). The detection results are shown in
Fig. 16(e), where two additional false alarms arise, as compared
with Fig. 16(d).

Comparing Fig. 16(e) with Fig. 16(c), we see that the
contrast-based velocity estimation outperforms the gradient-
based velocity estimation. Only moving targets 1, 2, and 5
with velocities [−10, 15, 0] and [15, −5, 0] m/s are correctly
detected in the latter case, whereas all moving targets are
detected in the former case.

Fig. 17 shows the reconstructed reflectivity images of the
moving targets using the four correctly estimated velocities
obtained using the contrast-based metric. These velocities are
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Fig. 16. (a) Contrast and (b) gradient images formed by the contrast and gradient of the images reconstructed with each hypothesized velocity. (c) Contrast and
(d) gradient images after thresholding with the same threshold. (e) Thresholded gradient image with a lower threshold, as compared with that used in (d).

[−10, 15], [5, 5], [−10, 16], and [15, −5] m/s. Note that the
moving targets are all well focused in the reconstructed images
corresponding to the correct velocities.

Note that the moving targets 3 and 4 are missed in the
gradient-based detection. This is mainly due to the interference
caused by the unfocused and strong moving target 1 that is
nearby and the unfocused and large extended stationary target
that has the same reflectivity as targets 3 and 4, as shown in
Fig. 17(b) and (c). On the other hand, the gradient-based ap-
proach can detect the stationary large extended target, whereas
the image contrast measure fails, as shown in Fig. 16(c) and (e).

VI. CONCLUSION

We considered the problem of SAR imaging of moving
targets using ultranarrowband CW signals. We developed a
received signal model for a moving scene and a novel forward
model for image formation. Unlike the conventional wideband
SAR forward model, the new forward model does not use start-
stop approximation. Instead, it exploits the temporal Doppler
induced by the movement of antennas and moving targets for
the image formation.

We developed an FBP-type method to reconstruct the re-
flectivity of a moving scene. The reflectivity reconstruction
involves filtering and backprojecting the correlated signal onto
the bistatic iso-Doppler contours for a range of hypothesized
velocities. We use the image contrast and gradient optimization
to estimate the velocity of moving targets from the stack of

reflectivity images corresponding to a range of hypothesized
velocities. The numerical simulations show that the image con-
trast outperforms the image gradient in the velocity estimation
under low SCNRs. We analyzed the resolution of reconstructed
reflectivity images via the PSF of the imaging operator. Our
analysis shows that the reflectivity resolution is determined
by the temporal duration and the carrier frequency of the
transmitted waveforms. These findings are consistent with the
Doppler ambiguity theory of CWs.

The stationary scene reconstruction method using ultranar-
rowband SAR that we reported in [33] can be implemented with
the computational complexity of fast backprojection algorithms
[32], [42]–[44]. As compared with [33], the computational
complexity of our moving target image reconstruction and
velocity estimation method increases roughly by a factor of
M2 if the velocity space is discretized into M ×M points.
Nonetheless, since M2 is typically much smaller than the
dimensions of the reflectivity image, the method can be imple-
mented efficiently by using fast backprojection algorithms [42],
[43], or fast Fourier integral operator computation methods
[32], [44], and by utilizing parallel processing on graphics
processing units [45], [46].

There are many important problems that may arise in ap-
plication of our method to practical scenarios. Some of these
problems relate to low signal-to-noise ratio or signal-to-clutter
ratio, nonlinear target motion, the angular dependence of scene
reflectivity due to wide bistatic apertures, and sensitivity of our
method to imprecise antenna trajectory information.
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Fig. 17. Reconstructed images with the estimated target velocities: (a) ṽ1,2 = [−10, 15, 0] m/s; (b) ṽ3 = [5, 5, 0] m/s; (c) ṽ4 = [−10, 16, 0] m/s; and
(d) ṽ5 = [15,−5, 0] m/s. Note that the subscript corresponds to the number of the target shown in Fig. 15 and listed in Table IV.

Although our imaging scheme was developed in a deter-
ministic setting, it is also applicable when the measurements
are corrupted by additive white Gaussian noise [47]. When
a priori information for the scene to be reconstructed is avail-
able and the additive noise and clutter are colored, the FBP-type
inversion method presented in this paper can be extended, as
described in [48]. The angular dependence of scene reflectivity
can be addressed by a number of approaches that include
incoherent superposition of images reconstructed using data
from subapertures [49] or by using full polarimetric measure-
ments [50]. While our moving target imaging method primarily
considers linear target motion, our forward model and inversion
method can be extended to include higher order kinetic param-
eters. Another important issue is the sensitivity or robustness of
our target position and velocity estimation to imprecise antenna
trajectories and ground topography information. We leave the
investigation of these problems to ultranarrowband CW SAR
imaging for the future.

Finally, while our primarily interest is in radar imaging, our
method is also applicable to other similar imaging problems
such as those that may arise in acoustics.
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