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Abstract—Group imbalance has been a known problem in empirical risk minimization (ERM), where the achieved high average accuracy is accompanied by low accuracy in a minority group. Despite algorithmic efforts to improve the minority group accuracy, a theoretical generalization analysis of ERM on individual groups remains elusive. By formulating the group imbalance problem with the Gaussian Mixture Model, this paper quantifies the impact of individual groups on the sample complexity, the convergence rate, and the average and group-level testing performance. Although our theoretical framework is centered on binary classification using a one-hidden-layer neural network, to the best of our knowledge, we provide the first theoretical analysis of the group-level generalization of ERM in addition to the commonly studied average generalization performance. Sample insights of our theoretical results include that when all group-level co-variance is in the medium regime and all mean are close to zero, the learning performance is most desirable in the sense of a small sample complexity, a fast training rate, and a high average and group-level testing accuracy. Moreover, we show that increasing the fraction of the minority group in the training data does not necessarily improve the generalization performance of the minority group. Our theoretical results are validated on both synthetic and empirical datasets, such as CelebA and CIFAR-10 in image classification.

Index Terms—Explainable machine learning, group imbalance, generalization analysis, Gaussian mixture model

I. INTRODUCTION

Training neural networks with empirical risk minimization (ERM) is a common practice to reduce the average loss of a machine learning task evaluated on a dataset. However, recent findings [1], [2], [3], [4], [5] have shown empirical evidence about a critical challenge of ERM, known as group imbalance, where a well-trained model that has high average accuracy may have significant errors on the minority group that infrequently appears in the data. Moreover, the group attributes that determine the majority and minority groups are usually hidden and unknown during the training. The training set can be augmented by data augmentation methods [6] with varying performance, such as cropping and rotation [7], noise injection [8], and generative adversarial network (GAN)-based methods [9].

As ERM is a prominent method and enjoys great empirical success, it is important to characterize the impact of ERM on group imbalance theoretically. However, the technical difficulty of analyzing the nonconvex ERM problem of neural networks results from the concatenation of nonlinear functions across layers, and the existing generalization analyses of ERM often require strong assumptions and focus on the average performance of all data. For example, the neural tangent kernel type of analysis [10], [11], [12], [13], [14], [15], [16] linearizes the neural network around the random initialization. The generalization results are independent of the feature distribution and cannot be exploited to characterize the impact of individual groups. Ref. [14] provides the sample complexity analysis when the data comes from the mixtures of well-separated distributions but still cannot characterize the learning performance of individual groups. In another line of works [17], [18], [19], [20], [21], [22], [23], [24], [25], people make data assumptions that the labels are determined merely by some input features and are irrelevant to other features or model parameters. The generalization analysis characterizes how the neurons learn important features. Our work follows the line of works [26], [27], [28], [29], [30], where the label of each data is generated by both the input distribution and the ground-truth model so that group imbalance can be characterized.

Contribution: To the best of our knowledge, this paper provides the first theoretical characterization of both the average and group-level generalization of a one-hidden-layer neural network trained by ERM on data generated from a mixture of distributions. This paper considers the binary classification problem with the cross entropy loss function, with training data generated by a ground-truth neural network with known architecture and unknown weights. The optimization problem is challenging due to a high non-convexity from the multi-neuron architecture and the non-linear sigmoid activation.

Assuming the features follow a Gaussian Mixture Model (GMM), where samples of each group are generated from a Gaussian distribution with an arbitrary mean vector and covariance matrix, this paper quantifies the impact of individual groups on the sample complexity, the training convergence rate, and the average and group-level test error. The training
algorithm is the gradient descent following a tensor initialization and converges linearly. Our key results include

(1) Medium-range group-level co-variance enhances the learning performance. When a group-level co-variance deviates from the medium regime, the learning performance degrades in terms of higher sample complexity, slower convergence in training, and worse average and group-level generalization performance. As shown in Figure 1(a), we introduce Gaussian augmentation to control the co-variance level of the minority group in the CelebA dataset [31]. The learned model achieves the highest test accuracy when the co-variance is at the medium level, see Figure 1(b). Another implication is that the diverse performance of different data augmentation methods might partially result from the different group-level co-variance introduced by these methods. Furthermore, although our setup does not directly model the batch normalization approach [32] that modifies the mean and variance in each layer to achieve fast and stable convergence, our result provides a theoretical insight that co-variance indeed affects the learning performance.

(2) Group-level mean shifts from zero hurt the learning performance. When a group-level mean deviates from zero, the sample complexity increases, the algorithm converges slower, and both the average and group-level test error increases. Thus, the learning performance is improved if each distribution is zero-mean. This paper provides a similar theoretical insight to practical tricks such as whitening [33], subgroup shift [34], [35], population shift [36], [37] and the pre-processing of making data zero-mean [38], that data mean affects the learning performance.

(3) Increasing the fraction of the minority group in the training data does not always improve its generalization performance. The generalization performance is also affected by the mean and co-variance of individual groups. In fact, increasing the fraction of the minority group in the training data can have a completely opposite impact in different datasets.

II. BACKGROUND AND RELATED WORK

Improving the minority-group performance with known group attributes. With known group attributes, distributionally robust optimization (DRO) [4] minimizes the worst-group training loss instead of solving ERM. DRO is more computationally expensive than ERM and does not always outperform ERM in the minority-group test error. Spurious correlations [3] can be viewed as one reason of group imbalance, where strong associations between labels and irrelevant features exist in training samples. Different from the approaches that address spurious correlations, such as down-sampling the majority [39], [40], up-weight the minority group [41], and removing spurious features [42], [43], this paper does not require the special model of spurious correlations and any group attribute information.

Imbalance learning and long-tailed learning focus on learning from imbalanced data with a long-tailed distribution, which means that a few classes of the data make up the majority of the dataset, while the majority of classes have little data samples [44], [45], [46], [47], [48], [49], [50], [51], [52]. Some works [45], [52] claimed that naively increasing the number of the minority does not always improve the generalization. Therefore, some recent works develop novel oversampling and data augmentation methods [49], [48], [51] that can promote the minority fraction by generating diverse and context-rich minority data. However, there are very limited theoretical explanations of how these techniques affect the generalization.

Generalization performance with the standard Gaussian input for one-hidden-layer neural networks. [53], [54], [55], [56] consider infinite training samples. [26] characterize the sample complexity of fully connected neural networks with smooth activation functions. [57], [58], [30] extend to the non-smooth ReLU activation for fully-connected and convolutional neural networks, respectively. [28] analyzes the cross entropy loss function for binary classification problems. [27] analyzes the generalizability of graph neural networks for both regression and binary classification problems. One-hidden-layer case of neural network pruning and self-training are also studied in [59] and [29], respectively.

Theoretical characterization of learning performance from other input distributions for one-hidden-layer neural networks. [60] analyzes the training loss with a single Gaussian with an arbitrary co-variance. [61] quantifies the SGD evolution trained on the Gaussian mixture model. When the hidden layer only contains one neuron, [62] analyzes invariant distributions. With an infinite number of neurons and an infinite input dimension, [63] analyzes the generalization error based on the mean-field analysis for distributions like Gaussian Mixture with the same mean. [64]
considers inputs with low-dimensional structures. No sample complexity is provided in all these works.

**Notations:** $Z$ is a matrix with $Z_{i,j}$ as the $(i, j)$-th entry. $z$ is a vector with $z_i$ as the $i$-th entry. $[K]$ denotes the set including integers from 1 to $K$. $I_d$ and $e_i$ represent the identity matrix in $\mathbb{R}^{d \times d}$ and the $i$-th standard basis vector, respectively. $\delta_i(Z)$ denotes the $i$-th largest singular value of $Z$. The matrix norm $\|Z\| = \delta_1(Z)$. $f(x) = O(g(x))$ or $\Omega(g(x)), \Theta(g(x))$ means that $f(x)$ increases at most, at least, or in the order of $g(x)$, respectively.

### III. Problem Formulation and Algorithm

We consider the classification problem with an unbalanced dataset using fully connected neural networks over $n$ independent training examples $\{(x_i, y_i)\}_{i=1}^n$ from a data distribution. The learning algorithm is to minimize the empirical risk function via gradient descent (GD). In what follows, we will present the data model and neural network model considered in this paper.

**Data Model.** Let $x \in \mathbb{R}^d$ and $y \in \mathbb{R}$ denote the input feature and label, respectively. We consider an unbalanced dataset that consists of $L$ ($L \geq 2$) groups of data, where the feature $x$ in the group $l$ ($l \in [L]$) is drawn from a multi-variate Gaussian distribution with mean $\mu_l \in \mathbb{R}^d$, and covariance $\Sigma_l \in \mathbb{R}^{d \times d}$. Specifically, $x$ follows the Gaussian mixture model (GMM) [65], [66], [67], [68], denoted as $x \sim \sum_{l=1}^L \lambda_l N(\mu_l, \Sigma_l)$. $\lambda_l \in (0, 1)$ is the probability of sampling from distribution-$l$ and represents the expected fraction of group-$l$ data. $\sum_{l=1}^L \lambda_l = 1$. Group $l$ is defined as a minority group if $\lambda_l$ is less than $1/L$. We use $\Psi = \{\lambda_l, \mu_l, \Sigma_l, \forall l\}$ to denote all parameters of the mixture model\(^2\). We consider binary classification with label $y$ generated by a ground-truth neural network with unknown weights $W^* = \{w^*_1, \ldots, w^K\} \in \mathbb{R}^{d \times K}$ and sigmoid activation\(^3\). Function $\phi(x) = \frac{1}{1+\exp(-x)}$, where

$$P(y = 1|x) = H(W^*, x) := \frac{1}{K} \sum_{k=1}^K \phi(w^*_k x).$$  \hspace{1cm} \text{(1)}$$

**Learning model.** Learning is performed over a neural network that has the same architecture as in (1), which is a one-hidden-layer fully connected neural network\(^4\) with its weights denoted by $W \in \mathbb{R}^{d \times K}$. Given $n$ training samples $\{x_i, y_i\}_{i=1}^n$ where $x_i$ follows the GMM model, and $y_i$ is from

\(^1\)We consider this data model inspired by existing works on group imbalance and practical datasets. Details can be found in Appendix F.

\(^2\)In practice, $\Psi$ can be estimated by the EM algorithm [69] and the moment-based method [66]. The EM algorithm returns model parameters within Euclidean distance $O(\left(\frac{d}{n}\right)^{\frac{3}{2}})$ when the number of mixture components $L$ is known. When $L$ is unknown, one usually over-specifies an estimate $L > L$, then the estimation error by the EM algorithm scales as $O((\frac{d}{n})^{\frac{3}{2}})$. Please refer to [70], [71], [72] for details.

\(^3\)The results can be generalized to any activation function $\phi$ with bounded $\phi'$ and $\phi''$, where $\phi'$ is even. Examples include tanh and erf.

\(^4\)Our data model is reduced to logistic regression in the special case that $K = 1$. We mainly study the more challenging case when $K > 1$, because the learning problem becomes highly non-convex when there are multiple neurons in the network.

\(^5\)All the weights in the second layer are assumed to be fixed to facilitate the analysis. This is a standard assumption in theoretical generalization analysis [57], [28], [27].

We aim to find the model weights via solving the empirical risk minimization (ERM), where $f_n(W)$ is the empirical risk,

$$\min_{W \in \mathbb{R}^{d \times K}} f_n(W) := \frac{1}{n} \sum_{i=1}^n \ell(W; x_i, y_i),$$ \hspace{1cm} \text{(2)}$$

where $\ell(W; x_i, y_i)$ is the cross-entropy loss function, i.e.,

$$\ell(W; x_i, y_i) = -y_i \cdot \log(H(W, x_i)) - (1 - y_i) \cdot \log(1 - H(W, x_i)).$$ \hspace{1cm} \text{(3)}$$

Note that for any permutation matrix $P$, $WP$ corresponds permuting neurons of a network with weights $W$. Therefore, $H(W, x) = H(WP, x)$, and $f_n(WP) = f_n(W)$. The estimation is considered successful if one finds any column permutation of $W^*$.

The average generalization performance of a learned model $W$ is evaluated by the average risk

$$\bar{f}(W) = \mathbb{E}_{\tilde{x} \sim N(\mu_l, \Sigma_l)} \ell(W; x_i, y_i),$$ \hspace{1cm} \text{(4)}$$

and the generalization performance on group $l$ is evaluated by the group-$l$ risk

$$\bar{f}_l(W) = \mathbb{E}_{x \sim N(\mu_l, \Sigma_l)} \ell(W; x_i, y_i).$$ \hspace{1cm} \text{(5)}$$

**Training Algorithm.** Our algorithm starts from an initialization $W_0 \in \mathbb{R}^{d \times K}$ computed based on the tensor initialization method (Subroutine 1 in Appendix) and then updates the iterates $W_t$ using gradient descent with the step size\(^6\) $\eta_t$. The computational complexity of tensor initialization is $O(K nd)$. The per-iteration complexity of the gradient step is $O(K^2nd)$. We defer the details of Algorithm 1 in Appendix.

Algorithm 1 Our ERM learning algorithm

1: **Input:** Training data $\{(x_i, y_i)\}_{i=1}^n$, the step size $\eta_0 = O\left(\frac{L}{\sum_{l=1}^L \lambda_l (\|\mu_l\|_\infty + \|\Sigma_l\|_2^2)^{\frac{3}{2}}}\right)$, the total number of iterations $T$

2: **Initialization:** $W_0 \leftarrow$ Tensor initialization method via Subroutine 1

3: **Gradient Descent:** For $t = 0, 1, \ldots, T - 1$

   $$W_{t+1} = W_t - \eta_t \cdot \frac{1}{n} \sum_{i=1}^n (\nabla \ell(W, x_i, y_i) + \nu_t)$$

   $$= W_t - \eta_t \left(\nabla f_n(W) + \frac{1}{n} \sum_{i=1}^n \nu_t\right)$$ \hspace{1cm} \text{(6)}$$

4: **Output:** $W_T$

**IV. Main Theoretical Results**

We will formally present our main theory below, and the insights are summarized in Section IV-A. For the convenience of presentation, some quantities are defined here, and all of them can be viewed as constant. Define $\sigma_{\max} = \max_{l \in [L]} \{\|\Sigma_l\|_2^{\frac{3}{2}}\}$, $\sigma_{\min} = \min_{l \in [L]} \{\|\Sigma_l^{-1}\|^{\frac{3}{2}}\}$. Let $\tau = \sigma_{\max}/\sigma_{\min}$. We assume $\tau = \Theta(1)$, indicating that $\sigma_{\max}$ and $\sigma_{\min}$ are in

\(^6\)Algorithm 1 employs a constant step size. One can potentially speed up the convergence, i.e., reduce $\nu$, by using a variable step size. We leave the corresponding theoretical analysis for future work.
the same order\textsuperscript{7}. Let \( \delta_i(W^*) \) denote the \( i \)-th largest singular value of \( W^* \). Let \( \kappa = \frac{\delta_1(W^*)}{\delta_K(W^*)} \), and define \( \eta = \prod_{i=1}^{K} \frac{\delta_i(W^*)}{\delta_K(W^*)} \).

\textbf{Theorem 1.} There exist \( \epsilon_0 \in (0, \frac{1}{4}) \) and positive value functions \( B(\Psi) \) (sample complexity parameter), \( q(\psi) \) (convergence rate parameter), and \( E_\psi(\psi), E(\psi), E_{\xi}(\psi) \) (generalization parameters) such that as long as the sample size \( n \) satisfies
\[
 n \geq n_{sc} := \text{poly}(\epsilon_0^{-1}, \kappa, \eta, \tau, K, \delta_1(W^*))B(\psi)d\log^2 d, \quad (7)
\]
we have that with probability at least \( 1 - d^{-10} \), the iterates \( \{W_t\}_{t=1}^{T} \) returned by Algorithm 1 with step size \( \eta_0 = O\left(\frac{\sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \|\Sigma_l\|^{1/2})^{-1}}{\sqrt{T}}\right) \) converge linearly with a statistical error to a critical point \( \hat{W}_n \) with the rate of convergence \( v \), i.e.,
\[
\|W_t - \hat{W}_n\|_F \leq (v)\|W_0 - \hat{W}_n\|_F + \frac{\eta_0 \xi}{1 - \psi} \sqrt{dK \log n/n}, \quad (8)
\]
\[
v(\psi) = 1 - K^{-2}q(\psi), \quad (9)
\]
where \( \xi \geq 0 \) is the upper bound of the entry-wise additive noise in the gradient computation.

Moreover, there exists a permutation matrix \( P^* \) such that
\[
\|\hat{W}_n - W^*P^*\|_F \leq \epsilon_{sc}(\psi) \cdot \text{poly}(\kappa, \eta, \tau, \delta_1(W^*)) \cdot \Theta\left(K^{1/2}(1 + \xi) \cdot \sqrt{d \log n/n}\right), \quad (10)
\]
\textbf{The average population risk} \( \tilde{f} \) and the group-I risk \( \tilde{f}_I \) satisfy
\[
\tilde{f} \leq \epsilon_{sc}(\psi) \cdot \text{poly}(\kappa, \eta, \tau, \delta_1(W^*)) \cdot \Theta\left(K^{1/2}(1 + \xi) \cdot \sqrt{d \log n/n}\right),
\]
\[
\tilde{f}_I \leq \epsilon_{sc}(\psi) \cdot \text{poly}(\kappa, \eta, \tau, \delta_1(W^*)) \cdot \Theta\left(K^{1/2}(1 + \xi) \cdot \sqrt{d \log n/n}\right),
\]
(11) (12)

The closed-form expressions of \( B, q, E_{sc}, E, \) and \( E_t \) are in Section D of the supplementary material and skipped here. The quantitative impact of the GMM model parameters \( \Psi \) on the learning performance varies in different regimes and can be derived from Theorem 1. The following corollary summarizes the impact of \( \Psi \) on the learning performance in some sample regimes.

\textbf{Corollary 1.} When we vary one parameter of group \( l \) for any \( l \in [L] \) of the GMM model \( \Psi \) and fix all the others, the learning performance degrades in the sense that the sample complexity \( n_{sc} \), the convergence rate \( v \), \( \|\hat{W}_n - W^*P\|_F \), average risk \( \tilde{f} \) and group-I risk \( \tilde{f}_I \) all increase (details summarized in Table 1), as long as any of the following conditions happens,

(i) \( \|\Sigma_l\| \) approaches 0; (ii) \( \|\Sigma_l\| \) increases from some constant; (iii) \( \|\mu_l\| \) increases from 0;

(iv) \( \lambda_l \) decreases, provided that \( \|\Sigma_l\| = \sigma_{min}^2 \), i.e., group \( l \) has the smallest group-level co-variance, where \( \|\Sigma_j\| \) are all constants, and \( \|\mu_i\| = \|\mu_j\| \) for all \( i, j \in [L] \).

\textsuperscript{7}Note that it is a very mild assumption that \( \sigma_{min} \) is not very close to zero, or equivalently, \( \tau = \Theta(1) \). We verify this in Appendix G.

\( v(\psi) = 1 - K^{-2}q(\psi) \)

\( \tilde{f} \leq \epsilon_{sc}(\psi) \cdot \text{poly}(\kappa, \eta, \tau, \delta_1(W^*)) \cdot \Theta\left(K^{1/2}(1 + \xi) \cdot \sqrt{d \log n/n}\right) \)

\( \tilde{f}_I \leq \epsilon_{sc}(\psi) \cdot \text{poly}(\kappa, \eta, \tau, \delta_1(W^*)) \cdot \Theta\left(K^{1/2}(1 + \xi) \cdot \sqrt{d \log n/n}\right) \)

To the best of our knowledge, Theorem 1 provides the first characterization of the sample complexity, learning rate, and generalization performance under the Gaussian mixture model. It also firstly characterizes the per-group generalization performance in addition to the average generalization.

\textbf{A. Theoretical Insights}

We summarize the crucial implications of Theorem 1 and Corollary 1 as follows.

\textbf{(P1). Training convergence and generalization guarantee.} The iterates \( W_t \) converge to a critical point \( \hat{W}_n \) linearly, and the distance between \( \hat{W}_n \) and \( W^*P^* \) is \( O(\sqrt{d \log n/n}) \) for a certain permutation matrix \( P^* \). When the computed gradients contain noise, there is an additional error term of \( O(\xi \sqrt{d \log n/n}) \), where \( \xi \) is the noise level (\( \xi = 0 \) for noiseless case). Moreover, the average risk of all groups and the risk of each individual group are both \( O(1 + \xi) \sqrt{d \log n/n} \).

\textbf{(P2). Sample complexity.} For a given GMM, the sample complexity is \( \Theta(d \log^2 d) \), where \( d \) is the feature dimension. This result is in the same order as the sample complexity for the standard Gaussian input in [28] and [26]. Our bound is almost order-wise optimal with respect to \( d \) because the degree of freedom is \( dK \). The additional multiplier of \( \log d \) results from the concentration bound in the proof technique. We focus on the dependence on the feature dimension \( d \) and treat the network width \( K \) as constant. The sample complexity in [28] and [26] is also \( d \cdot \text{poly}(K, \log d) \).

\textbf{(P3). Learning performance is improved at a medium regime of group-level co-variance.} On the one hand, when \( \|\Sigma_l\| = \Omega(1) \), the learning performance degrades as \( \|\Sigma_l\| \) increases in the sense that the sample complexity \( n_{sc} \), the convergence rate \( v \), the estimation error of \( W^* \), the average risk \( \tilde{f} \), and the group-I risk \( \tilde{f}_I \) all increase. This is due to the saturation of the loss and gradient when the samples have a large magnitude. On the other hand, when \( \|\Sigma_l\| = o(1) \), the learning performance also degrades when \( \|\Sigma_l\| \) approaches zero. The intuition is that in this regime, the input data are concentrated on a few vectors, and the optimization problem does not have a benign landscape.

\textbf{(P4). Increasing the fraction of the minority group data does not always improve the generalization.} While the performance also depends on the mean and co-variance of individual groups. Take \( \|\Sigma_j\| = \Theta(1) \) for all group \( j \), and \( \|\mu_l\| \) is the same for all \( j \) as an example (columns 5 and 6 of Table 1). When \( \|\Sigma_l\| \) is the smallest among all groups, increasing \( \lambda_l \) improves the learning performance. When \( \|\Sigma_l\| \) is the largest among all groups, increasing \( \lambda_l \) actually degrades the performance. The intuition is that from (P3), the learning performance is enhanced at a medium regime of group-level co-variance. Thus, increasing the fraction of a group with a medium level of co-variance improves the performance, while
TABLE I: Impact of GMM parameters on the learning performance in sample regimes

| $\Sigma_i$ changes | $\mu_i$ changes | $\lambda_j$ changes, constant $||\Sigma_j||$’s, equal $||\mu_j||$’s |
|-------------------|-----------------|------------------------------------------|
| $||\Sigma_i|| = o(1)$ | $||\Sigma_i|| = O(1)$ | if $||\Sigma_i|| = \sigma_{\min}^2$ |
| $||\Sigma_i|| = \Omega(1)$ | $O(poly(||\mu_i||)^8)$ | if $||\Sigma_i|| = \sigma_{\max}^2$ |

Lemma 3. (informal version) Tensor Initialization Method initializes $W_0 \in \mathbb{R}^{d \times K}$ around $W^*$ (or a permutation of $W^*$).

The idea of tensor initialization is to first find quantities (see $Q_j$ in Definition 1) in the supplementary material which are proven to be functions of tensors of $w_t^*$. Then the method approximates these quantities numerically using training samples and then applies the tensor decomposition method on the estimated quantities to obtain $W_0$, which is an estimation of $W^*$.

Combining the above three lemmas together, one can derive the required sample complexity and the upper bound of $\tilde{f}$ and $\tilde{f}_i$ in (7), (11), and (12), respectively. The idea is first to compute the sample complexity bound such that the tensor initialization method initializes $W_0$ in the local convex region by Lemma 3. Then the final sample complexity is obtained by comparing two sample complexities from Lemma 1 and 3.

By further looking into the order of the terms $B(\Psi)$, $v(\Psi)$, $E(\Psi)$, $E_w(\Psi)$, and $E_i(\Psi)$ in several cases of $\Psi$. Theorem 1 leads to Corollary 1. To be more specific, we only vary parameters $\Sigma_i$, $\mu_i$, or $\lambda_j$ following the cases in Table I, while fixing all other parameters of $\Psi$. We apply the Taylor expansion to approximate the terms and derive error bounds with the Lipschitz smoothness of the loss function.

B. Proof Idea and Technical Novelty

1) Proof Idea: Different from the analysis of logistic regression for generalized linear models, our paper deals with more technical challenges of nonconvex optimization due to the multi-neuron architecture, the GMM model, and a more complicated activation and loss. The establishment of Theorem 1 consists of three key lemmas.

Lemma 1. (informal version) As long as the number of training samples is larger than $\Omega(dK^3 \log^2 d)$, the empirical risk function is strongly convex in the neighborhood of $W^*$ (or a permutation of $W^*$). The size of the convex region is characterized by the Gaussian mixture distribution.

The main proof idea of Lemma 1 is to show that the nonconvex empirical risk $f_n(W)$ in a small neighborhood around $W^*$ (or any permutation $W^*P$) is almost convex with a sufficiently large $n$. The difficulty is to find a positive lower bound of the smallest singular value of $\nabla^2 f(W)$, which should also be a function of the GMM. Then, we can obtain $\nabla^2 f_n(W)$ from $\nabla^2 f(W)$ by concentration inequalities.

Lemma 2. (informal version) If initialized in the convex region, the gradient descent algorithm converges linearly to a critical point $W_{nc}$, which is close to $W^*$ (or any permutation of $W^*$), and the distance is diminishing as the number of training samples increases.

Given the locally strong convexity, Lemma 2 provides the linear convergence to a critical point. The convergence rate is determined by the GMM.

2) Technical Novelty: Our algorithmic and analytical framework is built upon some recent works on the generalization analysis of one-hidden-layer neural networks, see, e.g., [26], [57], [28], [27], [59], which assume that $x_t$ follows the standard Gaussian distribution and cannot be directly extended to GMM. This paper makes new technical contributions from the following aspects.

First, we characterize the local convex region near $W^*$ for the GMM model. To be more specific, we explicitly characterize the positive lower bound of the smallest singular value of $\nabla^2 f(W)$ with respect to $\Psi$, while existing results either only hold for standard Gaussian data [26], [28], [59], [29], or can only show $\nabla^2 f(W)$ is positive definite regardless the impact of $\Psi$ [10].

Second, new tools, including matrix concentration bounds are developed to explicitly quantify the impact of $\Psi$ on the sample complexity.

Third, we investigate and provide the order of the bound increasing the fraction of a group with large co-variance degrades the learning performance. Similarly, when augmenting the training data, an argumentation method that introduces medium variance could improve the learning performance, while an argumentation method that introduces a significant level of variance could hurt the learning performance.

(P5). Group-level mean shifts from zero degrade the learning performance. The learning performance degrades as $||\mu_i||$ increases. An intuitive explanation of the degradation is that some training samples have a significant large magnitude such that the sigmoid function saturates.
for sample complexity, convergence rate, generalization error, average risk, and group-l/ risk in terms of \( \psi \) for the first time in the line of research of model estimation [26], [28], [27], [59], [29], which is also a novel result for the case of Gaussian inputs.

Fourth, we design and analyze new tensors for the mixture model to initialize properly, while the previous tensor methods in [26], [57], [28], [27] utilize the rotation invariant property that only holds for zero mean Gaussian.

V. NUMERICAL EXPERIMENTS

A. Experiments on Synthetic datasets

We first verify the theoretical bounds in Theorem 1 on synthetic data. Each entry of \( W^* \in \mathbb{R}^{d \times K} \) is generated from \( \mathcal{N}(0, 1) \). The training data \( \{x_i, y_i\}_{i=1}^n \) is generated using the GMM model and (1). If not otherwise specified, \( L = 2, d = 5 \), and \( K = 3^9 \). To reduce the computational time, we randomly initialize near \( W^* \) instead of computing the tensor initialization.\(^9\)

Sample complexity. We first study the impact of \( d \) on the sample complexity. Let \( \mu_1 = 1 \) in \( \mathbb{R}^d \) and let \( \mu_2 = 0 \). Let \( \Sigma_1 = \Sigma_2 = I \). \( \lambda_1 = \lambda_2 = 0.5 \). We randomly initialize \( M \) times and let \( \tilde{W}_n^{(m)} \) denote the output of Algorithm 1 in the \( m \)th trial. Let \( \bar{W}_n \) denote the mean values of all \( \tilde{W}_n^{(m)} \), and let \( V_W = \sqrt{\frac{\sum_{m=1}^M \| \tilde{W}_n^{(m)} - \bar{W}_n \|^2}{M}} \) denote the variance. An experiment is successful if \( V_W \leq 10^{-3} \) and fails otherwise. \( M \) is set to 20. For each pair of \( d \) and \( n \), 20 independent sets of \( W^* \) and the corresponding training samples are generated. Figure 2 shows the success rate of these independent experiments. A black block means that all the experiments fail. A white block means that they all succeed. The sample complexity is indeed almost linear in \( d \), as predicted by (7).

We next study the impact on the sample complexity of the GMM model. In Figure 3 (a), \( \Sigma_1 = \Sigma_2 = I \), and let \( \mu_1 = \mu \cdot 1, \mu_2 = -1, \| \mu_1 \| \) varies from 0 to 5. Figure 3(a) shows that when the mean increases, the sample complexity increases. In Figure 3 (b), we fix \( \mu_1 = 1, \mu_2 = -1 \), and let \( \Sigma_1 = \sigma^2 I \) and \( \Sigma_2 = I \). \( \sigma \) varies from \( 10^{-1} \) to \( 10^1 \). The sample complexity increases both when \( \| \Sigma_1 \| \) increases and when \( \| \Sigma_1 \| \) approaches zero. All results match predictions in Corollary 1.

Convergence analysis. We next study the convergence rate of Algorithm 1. Figure 4(a) shows the impact of \( \| \mu_1 \| \). \( \lambda_1 = \lambda_2 = 0.5, \mu_1 = -\mu_2 = C \cdot 1 \) for a positive \( C \), and \( \Sigma_1 = \Sigma_2 = \Lambda \Sigma \Lambda^\top DA \). Here \( \Lambda \) is generated by computing the left-singular vectors of a \( d \times d \) random matrix from the Gaussian distribution. \( D = \text{diag}(1, 1, 1, 1, 1, 1, 1, 1) \). \( n = 1 \times 10^4 \). Algorithm 1 always converges linearly when \( \| \mu_1 \| \) changes. Moreover, as \( \| \mu_1 \| \) increases, Algorithm 1 converges slower. Figure 4 (b) shows the impact of the variance of the Gaussian mixture model. \( \lambda_1 = \lambda_2 = 0.5, \mu_1 = 1, \mu_2 = -1, \Sigma_1 = \Sigma_2 = \Sigma = \sigma^2 \Sigma = \Lambda \Sigma \Lambda^\top DA \). \( n = 5 \times 10^4 \). We change \( \| \Sigma \| \) by changing \( \sigma \). Among the values we test, Algorithm 1 converges fastest when \( \| \Sigma \| = 1 \). The convergence rate slows down when \( \| \Sigma \| \) increases or decreases from 1. All results are consistent with the predictions in Corollary 1. We then study the impact of \( K \) on the convergence rate. \( \lambda_1 = \lambda_2 = 0.5, \mu_1 = 1, \mu_2 = -1, \Sigma_1 = \Sigma_2 = I \). Figure 5 (a) shows that, as predicted by (9), the convergence rate is linear in \( -1/K^2 \).

\(^9\)Like [26], [57], [28], we consider a small-sized network in synthetic experiments to reduce the computational time, especially for computing the sample complexity in Figure 3. Our results hold for large networks too.

\(^{10}\)The existing methods based on tensor initialization all use random initialization in synthetic experiments to reduce the computational time. See [28], [57], [27], [29] as examples. We compare tensor initialization and local random initialization numerically in Section B of the supplementary material and show that they have the same performance.
Average and group-level generalization performance.
The distance between $\hat{W}_n$ returned by Algorithm 1 and $W^*$ is measured by $\|\hat{W}_n - W^*\|_F$. $n$ ranges from $2 \times 10^3$ to $6 \times 10^4$. $\Sigma_1 = \Sigma_2 = 9\mathbf{I}$, $\mu_1 = 1$, $\mu_2 = -1$. Each point in Figure 5 (b) is averaged over 20 experiments of different $W^*$ and training set. The error is indeed linear in $\sqrt{\log(n)/n}$, as predicted by (8).

![Fig. 5: (a) Convergence rate when the number of neurons $K$ changes. (b) The relative error of the learned model when $n$ changes.](image)

We evaluate the impact of one mean/co-variance of the minority group on the generalization. $n = 2 \times 10^4$. Let $\lambda_1 = 0.8$, $\lambda_2 = 0.2$, $\mu_1 = 2\cdot1$, $\Sigma_1 = \mathbf{I}$. First, we let $\mu_2 = (\mu_2 - 2)\cdot1$ and $\Sigma_2 = \mathbf{I}$. Figure 6 (b) shows that both the average risk and the group-2 risk increase as $\mu_2$ increases, consistent with (P5). Then we set $\mu_2 = -2\cdot1$, $\Sigma_2 = \sigma_2^2 \cdot \mathbf{I}$. Figure 6 (a) indicates that both the average and the group-2 risk will first decrease and then increase as $\|\Sigma\|_2$ increases, consistent with (P3).

![Fig. 6: (a) The cross-entropy test loss when the co-variance of the minority group changes. (b) The cross-entropy test loss when the mean of the minority group changes.](image)

Next, we study the impact of increasing the fraction of the minority group. $\mu_1 = \mu_2 = 0$. Let group 2 be the minority group. In Figure 7 (a), $\Sigma_1 = 10 \cdot \mathbf{I}$ and $\Sigma_2 = \mathbf{I}$, the minority group has a smaller level of co-variance. Then when $\lambda_2$ increases from 0 to 0.5, both the average and group-2 risk decease. In Figure 7 (b), $\Sigma_1 = \mathbf{I}$ and $\Sigma_2 = 10 \cdot \mathbf{I}$, and the minority group has a higher level of co-variance. Then when $\lambda_2$ increases from 0 to 0.3, both the average and group-2 risk increase. As predicted by insight (P4), increasing $\lambda_2$ does not necessarily improve the generalization of group 2.

![Fig. 7: The test loss (cross entropy loss) of synthetic data with different $\lambda_2$ values. (a) Group 2 has a smaller level of co-variance. (b) Group 2 has a larger level of co-variance.](image)

B. Image classification on dataset CelebA

We choose the attribute “blonde hair” as the binary classification label. ResNet 9 [73] is selected to be the learning model here because it was applied in many simple computer vision tasks [74], [75]. To study the impact of co-variance, we pick 4000 female (majority) and 1000 male (minority) images and implement Gaussian data augmentation to create additional 300 images for the male group. Specifically, we select 300 out of 1000 male images and add i.i.d. noise drawn from $\mathcal{N}(0, \delta^2)$ to every entry. The test set includes 500 male and 500 female images. Figure 1 shows that when $\delta^2$ increases, i.e., when the co-variance of the minority group increases, both the minority-group and average test accuracy increase first and then decrease, coinciding with our insight (P3).

Then we fix the total number of training data to be 5000 and vary the fractions of the two groups. From Figure 8(a) and (b), we observe opposite trends if we increase the fraction of the minority group in the training data with the male being the minority and the female being the minority. The norm of covariance of the male and female group in the feature space is 5.1833 and 4.9716, respectively. This is consistent with Insight (P4). Due to space limit, our results on the CIFAR10 dataset are deferred to Section A in the supplementary material.

VI. Conclusions and Future Directions

This paper provides a novel theoretical framework for characterizing neural network generalization with group imbalance. The group imbalance is formulated using the Gaussian mixture model. This paper explicitly quantifies the impact of each group on the sample complexity, convergence rate, and the average and the group-level generalization. The learning performance is enhanced when the group-level covariance is at a medium regime, and the group-level mean is close to zero. Moreover, increasing the fraction of minority group does not guarantee improved group-level generalization.

In Figure 8(a), when the minority fraction is less than 0.01, the minority group distribution is almost removed from the Gaussian mixture model. Then the $O(1)$ constants in the last column of Table 1 have some minor changes, and the order-wise analyses do not reflect the minor fluctuations in this regime.
Lower bounded by 1. \( D \) is a normalized parameter for the means and variances. It is following.

**B. Proof of Lemma 1**

Given the Gaussian Mixture Model, for any permutation matrix \( P \in \mathbb{R}^{K \times K} \) we have for all \( W \in \mathbb{B}(W^* P, r) \),

\[
\Omega \left( 1 - 2\epsilon_0 \right) \sum_{i=1}^{L} \lambda_i \frac{\| \Sigma_i^{-1} \|^{-1}}{\eta_2 \delta(K(W^*)) \| \Sigma_i^{-1} \|^{-1/2}},
\]

\[
\delta_K(W^*) \| \Sigma_i^{-1} \|^{-1/2} \right) \cdot I_{dK}
\]

for some constant \( C_1, \epsilon_0 \in (0, 1/2) \), and any fixed permutation matrix \( P \in \mathbb{B}(W^* P, r) \).

\[
\leq \nabla^2 f_n(W) \leq C_2 \sum_{i=1}^{L} \lambda_i (\| \mu_i \|_\infty + \| \Sigma_i^{1/2} \|^2) \cdot I_{dK}
\]

with probability at least \( 1 - d^{-10} \) for some constant \( C_2 > 0 \).

1) **Useful lemmas:** Lemmas 4, 5, 6, 7, and 8 are required for the proof.

**Lemma 4.**

\[
\mathbb{E}_{x \sim \frac{1}{2} N(\mu, I_d) + \frac{1}{2} N(-\mu, I_d)} \left[ \sum_{i=1}^{k} r_i^T x_i \cdot \phi'(\sigma \cdot x_i) \right]^2 \geq \rho(\mu, \sigma) \| R \|_F^2,
\]

where \( \rho(\mu, \sigma) \) is defined in Definition 1 and \( R = (r_1, \ldots, r_k) \in \mathbb{R}^{d \times k} \) is an arbitrary matrix.

**Lemma 5.** With the FCN model (1) and the Gaussian Mixture Model, for any permutation matrix \( P \), for some constant \( C_{12} > 0 \), we have we have

\[
\mathbb{E}_{x \sim \sum_{i=1}^{L} \lambda_i N(\mu_i, \Sigma_i)} \left[ \sup_{W \neq W' \in \mathbb{B}(W^*P, r)} \| \nabla^2 f(W, x) \| \| W - W' \|_F \right] 
\]

\[
\leq d^{2/3} K^{2/3} \sqrt{\sum_{i=1}^{L} \lambda_i (\| \mu_i \|_\infty + \| \Sigma_i \|)^2 \| \Sigma_i \|}^{1/4}
\]

**Lemma 6.** (Hessian smoothness of population loss) In the FCN model (1), for any permutation matrix \( P \), we have

\[
\| \nabla^2 f(W) - \nabla^2 f(W^* P) \| \leq K^{2/3} \cdot \| W - W^* P \|_F 
\]

\[
\cdot \left( \sum_{i=1}^{L} \lambda_i (\| \mu_i \| + \| \Sigma_i^{1/2} \|^2) \right)^{1/4} \left( \sum_{i=1}^{L} \lambda_i (\| \mu_i \| + \| \Sigma_i^{1/2} \|^2) \right)^{3/4}
\]

**APPENDIX**

**A. Definitions**

**Definition 1.** (\( \rho \)-function). Let \( z \sim N(u, I_d) \in \mathbb{R}^d \). Define \( \alpha_q(i, u, \sigma) = \mathbb{E}_{z \sim N(u_q, \sigma)} \phi^{(q)}(z_i)z_i^2 \) and \( \beta_q(i, u, \sigma) = \mathbb{E}_{z \sim N(u_q, \sigma)} \phi^{(q)}(z_i)z_i^2 \), where \( q \in \{0, 1, 2\} \), where \( z_i \) and \( u_i \) is the \( i \)-th entry of \( z \) and \( u \), respectively. Define \( \rho(u, \sigma) \) as

\[
\rho(u, \sigma) = \min \left\{ \left\{ (u_i^2+1)(\beta(i, u, \sigma) - \alpha(i, u, \sigma)^2) \right\}^{1/2}, \beta(i, u, \sigma) \right\}
\]

**Definition 2.** (\( D \)-function). Given the Gaussian Mixture Model and any positive integer \( m \), define \( D_m(\Psi) \) as

\[
D_m(\Psi) = \sum_{i=1}^{L} \lambda_i \left( \frac{\| \mu_i \|}{\| \Sigma_i^{-1/2} \|} + 1 \right)^m
\]

\( \rho \)-function is defined to compute the lower bound of the Hessian of the population risk with Gaussian input. \( D \)-function is a normalized parameter for the means and variances. It is lower bounded by 1. \( D \)-function is an increasing function of \( \| \mu_i \| \) and a decreasing function of \( \sigma_i \).

**B. Proof of Lemma 1**

We first restate the formal version of Lemma 1 in the following.

**Lemma 1.** (Strongly local convexity) Consider the classification model with FCN (1) and the sigmoid activation function. There exists a constant \( C \) such that as long as the sample size is

\[
n \geq C \epsilon_0^{-2} \cdot \left( \sum_{i=1}^{L} \lambda_i \left( \| \mu_i \| + \| \Sigma_i^{1/2} \|^2 \right)^2 \right).
\]
Lemma 7. (Local strong convexity of population loss) In the FCN model (1), for any permutation matrix \( P \), if \( \|W - W^*P\|_F \leq r \) for an \( \epsilon_0 \in (0, \frac{1}{4}) \), then,

\[
\frac{4(1 - \epsilon_0)}{K^2} \sum_{l=1}^{L} \lambda_l \left\| \Sigma_l^{-1} \right\|^{-1} \frac{1}{\eta r K^2} \rho \left( \frac{W^* \Sigma_l^{-1} \mu_l}{\delta_K(W*)} \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \delta_K(W^*) \\
\cdot \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \cdot I_{dk} \leq \nabla^2 \tilde{f}(W) \leq \sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \Sigma_l^2)^2 \cdot I_{dk}
\]

(20)

Lemma 8. In the FCN model (1), for any permutation matrix \( P \), as long as \( n \geq C'' \cdot dK \log dK \) for some constant \( C'' > 0 \), we have

\[
\sup_{W \in \mathbb{B}(W^*P,r)} \left\| \nabla^2 f_n(W) - \nabla^2 \tilde{f}(W) \right\| \\
\leq \sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \Sigma_l^2)^2 \sqrt{\frac{dK \log n}{n}}
\]

with probability at least \( 1 - d^{-10} \).

We next show the proof of Lemma 1.

2) Proof: From Lemma 7 and 8, with probability at least \( 1 - d^{-10} \),

\[
\nabla^2 f_n(W) \succeq \nabla^2 \tilde{f}(W) - \| \nabla^2 \tilde{f}(W) - \nabla^2 f_n(W) \| \cdot I \\
\geq \Omega \left( \frac{1 - \epsilon_0}{K^2} \sum_{l=1}^{L} \lambda_l \left\| \Sigma_l^{-1} \right\|^{-1} \frac{1}{\eta r K^2} \rho \left( \frac{W^* \Sigma_l^{-1} \mu_l}{\delta_K(W*)} \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \delta_K(W^*) \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \cdot I \\
- O \left( C_6 \cdot \sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \Sigma_l^2)^2 \sqrt{\frac{dK \log n}{n}} \right) \cdot I
\]

As long as the sample complexity is set to satisfy

\[
\sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \Sigma_l^2)^2 \cdot \sqrt{\frac{dK \log n}{n}} \leq \epsilon_0 \frac{L}{K^2} \sum_{l=1}^{L} \lambda_l \left\| \Sigma_l^{-1} \right\|^{-1} \frac{1}{\eta r K^2} \rho \left( \frac{W^* \Sigma_l^{-1} \mu_l}{\delta_K(W*)} \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \delta_K(W^*) \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \cdot I
\]

i.e.,

\[
n \geq \epsilon_0^{-2} \left( \sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \Sigma_l^2)^2 \right)^2 \\
\cdot \left( \sum_{l=1}^{L} \lambda_l \left\| \Sigma_l^{-1} \right\|^{-1} \frac{1}{\eta r K^2} \rho \left( \frac{W^* \Sigma_l^{-1} \mu_l}{\delta_K(W*)} \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \delta_K(W^*) \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \cdot I \right)^{-2} dK^5 \log^2 d
\]

for some constant \( C_1 > 0 \), then we have the lower bound of the Hessian with probability at least \( 1 - d^{-10} \),

\[
\nabla^2 f_n(W) \geq \Omega \left( \frac{1 - 2\epsilon_0}{K^2} \sum_{l=1}^{L} \lambda_l \left\| \Sigma_l^{-1} \right\|^{-1} \frac{1}{\eta r K^2} \rho \left( \frac{W^* \Sigma_l^{-1} \mu_l}{\delta_K(W*)} \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \delta_K(W^*) \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \cdot I
\]

(25)

By (20) and (21), we can also derive the upper bound as follows,

\[
\|\nabla^2 f_n(W)\| \leq \|\nabla^2 \tilde{f}(W)\| + \|\nabla^2 f_n(W) - \nabla^2 \tilde{f}(W)\| \\
\leq \sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \Sigma_l^2)^2 \cdot I
\]

(26)

Combining (25) and (26), we have

\[
\Omega \left( \frac{1 - 2\epsilon_0}{K^2} \sum_{l=1}^{L} \lambda_l \left\| \Sigma_l^{-1} \right\|^{-1} \frac{1}{\eta r K^2} \rho \left( \frac{W^* \Sigma_l^{-1} \mu_l}{\delta_K(W*)} \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \delta_K(W^*) \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \cdot I \leq \nabla^2 f_n(W)
\]

(27)

with probability at least \( 1 - d^{-10} \).

C. Proof of Lemma 2

We restate the formal version of Lemma 2 in the following.

Lemma 2. (Linear convergence of gradient descent) Assume the conditions in Lemma 1 hold. Given any fixed permutation matrix \( P \in \mathbb{R}^{K \times K} \), if the local convexity of \( \mathbb{B}(W^*P,r) \) holds, there exists a critical point in \( \mathbb{B}(W^*P,r) \) for some constant \( C_3 > 0 \), and \( \epsilon_0 \in (0, \frac{1}{4}) \), such that

\[
\|\tilde{W}_n - W^*P\|_F \leq \left( 1 - \sum_{l=1}^{L} \lambda_l \left\| \Sigma_l^{-1} \right\|^{-1} \frac{1}{\eta r K^2} \rho \left( \frac{W^* \Sigma_l^{-1} \mu_l}{\delta_K(W*)} \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \delta_K(W^*) \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \cdot I
\]

(28)

If the initial point \( W_0 \in \mathbb{B}(W^*P,r) \), the gradient descent linearly converges to \( \tilde{W}_n \), i.e.,

\[
\|W_t - \tilde{W}_n\|_F \leq \|W_0 - \tilde{W}_n\|_F \cdot \left( 1 - \sum_{l=1}^{L} \lambda_l \left\| \Sigma_l^{-1} \right\|^{-1} \frac{1}{\eta r K^2} \rho \left( \frac{W^* \Sigma_l^{-1} \mu_l}{\delta_K(W*)} \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \delta_K(W^*) \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \cdot I
\]

\[
\Omega \left( \frac{1 - 2\epsilon_0}{K^2} \sum_{l=1}^{L} \lambda_l \left\| \Sigma_l^{-1} \right\|^{-1} \frac{1}{\eta r K^2} \rho \left( \frac{W^* \Sigma_l^{-1} \mu_l}{\delta_K(W*)} \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \delta_K(W^*) \left\| \Sigma_l^{-1} \right\|^{-\frac{1}{2}} \right) \cdot I
\]

(29)

with probability at least \( 1 - d^{-10} \).

1) A useful lemma:

Lemma 9. If \( r \) is defined in (139) for \( \epsilon_0 \in (0, \frac{1}{4}) \), then with probability at least \( 1 - d^{-10} \), we have

\[
\sup_{W \in \mathbb{B}(W^*P,r)} \|\nabla \tilde{f}_n(W) - \nabla \tilde{f}(W)\| \\
\leq K \sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \Sigma_l^2)^2 \sqrt{\frac{d \log n}{n}} \cdot (1 + \epsilon_0)
\]

(30)

\[\tilde{f}_n(W) \] is defined as \( \frac{1}{n} \sum_{i=1}^{n} (\nabla l((W, x_i, y_i) + \nu_i) \) in algorithm 1.
We next show the proof of Lemma 2.

2) Proof: Following the proof of Theorem 2 in [28], first, we have Taylor’s expansion of $f_n(\tilde{W}_n)$

$$f_n(\tilde{W}_n) = f_n(W^*P) + \langle \nabla \tilde{f}_n(W^*P), \text{vec}(\tilde{W}_n - W^*P) \rangle + \frac{1}{2} \text{vec}(\tilde{W}_n - W^*P) \nabla^2 f_n(W^*P) \text{vec}(\tilde{W}_n - W^*P)$$

(31)

Here $W'$ is on the straight line connecting $W^*P$ and $\tilde{W}_n$. By the fact that $f_n(\tilde{W}_n) \leq f_n(W^*P)$, we have

$$\frac{1}{2} \text{vec}(\tilde{W}_n - W^*P) \nabla^2 f_n(W^*P) \text{vec}(\tilde{W}_n - W^*P) \leq \nabla f_n(W^*P)^\top \text{vec}(\tilde{W}_n - W^*P)$$

(32)

From Lemma 7 and Lemma 9, we have

$$\frac{4}{K^2} \sum_{l=1}^L \left\| \frac{1}{n} \frac{\Sigma^{-1}_l}{\kappa^2} \rho \frac{1}{\delta_K(W^*)} \frac{1}{\Sigma^{-1}_l^{1/2}} \right\| \| W^\top \mu_l \| \leq \frac{1}{2} \text{vec}(\tilde{W}_n - W^*P) \nabla^2 f_n(W^*P) \text{vec}(\tilde{W}_n - W^*P)$$

(33)

and

$$\left\| \nabla \tilde{f}_n(W^*P)^\top \text{vec}(\tilde{W}_n - W^*P) \right\| \leq \left\| \nabla \tilde{f}_n(W^*P) \right\| \left\| \tilde{W}_n - W^*P \right\|_F \leq \left\| \nabla \tilde{f}_n(W^*P) - \nabla \tilde{f}(W^*P) \right\| \left\| \tilde{W}_n - W^*P \right\|_F$$

(34)

The second to last step of (34) comes from the triangle inequality, and the last step follows from the fact $\nabla \tilde{f}(W^*P) = 0$. Combining (32), (33) and (34), we have

$$\left\| \tilde{W}_n - W^*P \right\|_F \leq \frac{4}{K^2} \sum_{l=1}^L \left\| \frac{1}{n} \frac{\Sigma^{-1}_l}{\kappa^2} \rho \frac{1}{\delta_K(W^*)} \frac{1}{\Sigma^{-1}_l^{1/2}} \right\| \left\| W^\top \mu_l \right\| + \left\| W^\top \Sigma^{1/2} \right\|^2 \sqrt{\frac{d \log n}{n}} (1 + \xi)$$

(35)

Therefore, we have concluded that there indeed exists a critical point $\tilde{W}$ in $\mathbb{B}(W^*P, r)$. Then we show the linear convergence of Algorithm 1 as below. By the update rule, we have

$$W_{t+1} = W_t - \eta_0(\nabla f_n(W_t) + \frac{1}{n} \sum_{i=1}^n \nu_i) - (\tilde{W}_n - \eta_0 \nabla f_n(\tilde{W}_n))$$

(36)

where $W(\gamma) = \gamma \tilde{W}_n + (1 - \gamma) W_t$ for $\gamma \in (0, 1)$. Since $W(\gamma) \in \mathbb{B}(W^*P, r)$, by Lemma 1, we have

$$H_{\text{min}} \cdot I \leq \nabla^2 f_n(W(\gamma)) \leq H_{\text{max}} \cdot I$$

(37)

where $H_{\text{min}} = \Omega \left( \frac{1}{\kappa^2} \sum_{l=1}^L \frac{1}{\delta_K(W^*)} \frac{1}{\Sigma^{-1}_l^{1/2}} \rho \frac{1}{\delta_K(W^*)} \frac{1}{\Sigma^{-1}_l^{1/2}} \right)$, $H_{\text{max}} = \sum_{l=1}^L \lambda_l (\| \mu_l \| + \| \Sigma_l \|)^2$. Therefore,

$$\left\| W_{t+1} - \tilde{W}_n \right\|_F = \left\| I - \eta_0 \int_0^1 \nabla^2 f_n(W(\gamma)) \right\| \cdot \left\| W_t - \tilde{W}_n \right\|_F + \frac{\eta_0 n}{n} \sum_{i=1}^n \nu_i$$

(38)

By setting $\eta_0 = \frac{1}{H_{\text{max}}} = O \left( \frac{1}{\sum_{l=1}^L \lambda_l (\| \mu_l \| + \| \Sigma_l \|)^2} \right)$, we obtain

$$\left\| W_{t+1} - \tilde{W}_n \right\|_F \leq (1 - \frac{H_{\text{min}}}{H_{\text{max}}} \| W_0 - \tilde{W}_n \|_F + \frac{\eta_0}{n} \sum_{i=1}^n \| \nu_i \|_F$$

(39)

Therefore, Algorithm 1 converges linearly to the local minimizer with an extra statistical error. By Hoeffding’s inequality in [76] and Property 2, we have

$$P \left( \frac{1}{n} \sum_{i=1}^n \| \nu_i \|_F \right) \geq \sqrt{\frac{d \log n}{n}} \xi \leq \exp \left( -\frac{\xi^2 d \log n}{d \log n} \right) \leq d^{-10}$$

(40)

Therefore, with probability $1 - d^{-10}$ we can derive

$$\left\| W_t - \tilde{W}_n \right\|_F \leq (1 - \frac{H_{\text{min}}}{H_{\text{max}}} \| W_0 - \tilde{W}_n \|_F + \frac{H_{\text{max}} \eta_0}{H_{\text{min}}} \sqrt{\frac{d \log n}{n}} \xi$$

(41)

D. Proof of Lemma 3

We first restate the formal version of Lemma 3 in the following.

**Lemma 3.** (Tensor initialization) For classification model, with $D_0(\Psi)$ defined in Definition 2, we have that if the sample size

$$n \geq \kappa^8 K^4 \tau^2 D_0(\Psi) \cdot d \log^2 d,$$

then the output $W_0 \in \mathbb{R}^{d \times K}$ satisfies

$$\| W_0 - W^*P^* \| \leq \kappa^6 K^3 \tau^6 D_0(\Psi) \sqrt{\frac{d \log n}{n}} \| W^* \|.$$
1) Useful lemmas: Lemmas 10, 11, 12, 13, and 14 are needed to prove Lemma 3.

**Lemma 10.** Let $Q_2$ and $Q_3$ follow Definition 3. Let $S$ be a set of i.i.d. samples generated from the mixed Gaussian distribution $\sum_{l=1}^{L} \lambda_l N(\mu_l, \Sigma_l)$. Let $\hat{Q}_2$, $\hat{Q}_3$ be the empirical version of $Q_2$, $Q_3$ using data set $S$, respectively. Then with a probability at least $1 - 2n^{-\Omega\left(\Omega(W)^d\right)}$, we have

$$||Q_2 - \hat{Q}_2|| \lesssim \left(\frac{d \log n}{n}\right) \cdot \delta_1(W)^2 \cdot \tau^6 \sqrt{D_2(\Psi)D_4(\Psi)}$$

(44)

if the mixed Gaussian distribution is not symmetric. We also have

$$||Q_3(I_d, I_d, \alpha) - \hat{Q}_3(I_d, I_d, \alpha)|| \lesssim \left(\frac{d \log n}{n}\right) \cdot \delta_1(W)^2 \cdot \tau^6 \sqrt{D_2(\Psi)D_4(\Psi)}$$

(45)

for any arbitrary vector $\alpha \in \mathbb{R}^d$, if the mixed Gaussian distribution is symmetric.

**Lemma 11.** Let $U \in \mathbb{R}^{d \times K}$ be the orthogonal column span of $W$. Let $\alpha$ be a fixed unit vector and $\hat{U} \in \mathbb{R}^{d \times K}$ denote an orthogonal matrix satisfying $||UU^\top - \hat{U}\hat{U}^\top|| \leq \frac{1}{7}$. Define $\hat{R}_3 = \hat{Q}_3(\hat{U}, \hat{U}, \hat{U})$, where $Q_3$ is defined in Definition 3. Let $\hat{R}_3$ be the empirical version of $R_3$ using data set $S$, where each sample of $S$ is i.i.d. sampled from the mixed Gaussian distribution $\sum_{l=1}^{L} \lambda_l N(\mu_l, \Sigma_l)$. Then with a probability at least $1 - n^{-\Omega\left(\Omega(W)^d\right)}$, we have

$$||\hat{R}_3 - R_3|| \lesssim \delta_1(W)^2 \cdot \tau^6 \sqrt{D_b(\Psi)} \cdot \sqrt{\frac{\log n}{n}}$$

(46)

**Lemma 12.** Let $\hat{Q}_1$ be the empirical version of $Q_1$ using dataset $S$. Then with a probability at least $1 - 2n^{-\Omega(d)}$, we have

$$||\hat{Q}_1 - Q_1|| \lesssim (\tau^2 \sqrt{D_b(\Psi)}) \cdot \sqrt{\frac{d \log n}{n}}$$

(47)

**Lemma 13.** ([26], Lemma E.6) Let $Q_2$, $Q_3$ be defined in Definition 3 and $\hat{Q}_2$, $\hat{Q}_3$ be their empirical version, respectively. Let $U \in \mathbb{R}^{d \times K}$ be the column span of $W$. Assume $||Q_2 - \hat{Q}_2|| \leq \frac{\delta_K(Q_2)}{10}$ for non-symmetric distribution cases and $||Q_3(I_d, I_d, \alpha) - \hat{Q}_3(I_d, I_d, \alpha)|| \leq \frac{\delta_K(Q_3(I_d, I_d, \alpha))}{10}$ for symmetric distribution cases and any arbitrary vector $\alpha \in \mathbb{R}^d$. Then after $T = O\left(\log\left(\frac{1}{\varepsilon}\right)\right)$ iterations, the output of the Tensor Initialization Method 1, $\hat{U}$ will satisfy

$$||\hat{U}\hat{U}^\top - UU^\top|| \lesssim \left(\frac{d \log n}{n}\right) \cdot \delta_K(Q_2) + \varepsilon,$$

(48)

which implies

$$||(I - \hat{U}\hat{U}^\top)w_\alpha|| \lesssim \left(\frac{d \log n}{n}\right) \cdot \delta_K(Q_2) + \varepsilon ||w_\alpha||$$

(49)

if the mixed Gaussian distribution is not symmetric. Similarly, we have

$$\left(\frac{d \log n}{n}\right) \cdot \delta_K(Q_3(I_d, I_d, \alpha)) + \varepsilon, \quad \left(\frac{d \log n}{n}\right) \cdot \delta_K(Q_3(I_d, I_d, \alpha)) + \varepsilon$$

(50)

which implies

$$||(I - \hat{U}\hat{U}^\top)w_\alpha|| \lesssim \left(\frac{d \log n}{n}\right) \cdot \delta_K(Q_2) + \varepsilon ||w_\alpha||$$

(51)

and if the mixed Gaussian distribution is symmetric.

**Lemma 14.** ([26], Lemma E.13) Let $U \in \mathbb{R}^{d \times K}$ be the orthogonal column span of $W$. Let $\hat{U} \in \mathbb{R}^{d \times K}$ be an orthogonal matrix such that $||UU^\top - \hat{U}\hat{U}^\top|| \lesssim \frac{1}{7} \frac{1}{\kappa^2 \sqrt{K}}$. For each $i \in [K]$, let $\hat{v}_i$ denote the vector satisfying $||\hat{v}_i - \hat{U}\hat{U}^\top \hat{v}_i|| \leq \gamma_2 \leq \frac{1}{\kappa^2 \sqrt{K}}$. Let $Q_1$ be defined in Lemma 12 and $\hat{Q}_1$ be its empirical version. If $||Q_1 - \hat{Q}_1|| \leq \gamma_3 ||Q_1|| \leq \frac{1}{2} ||Q_1||$, then we have

$$||w_\alpha|| - ||\hat{w}_\alpha|| \leq (\kappa_4 K^2 (\gamma_1 + \gamma_2) + \kappa_2 K^2 \gamma_3) ||w_\alpha||$$

(52)

We next show the proof of Lemma 3.

2) Proof: By the triangle inequality, we have

$$||w_\alpha - \hat{w}_\alpha|| \equiv $$

$$||w_\alpha - ||w_\alpha|| \hat{U}\hat{U}^\top \hat{w}_\alpha|| + ||w_\alpha|| \hat{U}\hat{U}^\top \hat{w}_\alpha - \hat{U}\hat{U}^\top \hat{w}_\alpha||$$

$$\leq ||w_\alpha - ||w_\alpha|| \hat{U}\hat{U}^\top \hat{w}_\alpha|| + ||w_\alpha|| \hat{U}\hat{U}^\top \hat{w}_\alpha - \hat{U}\hat{U}^\top \hat{w}_\alpha||$$

$$\leq ||w_\alpha|| ||\hat{U}\hat{U}^\top \hat{w}_\alpha - ||\hat{U}\hat{U}^\top \hat{w}_\alpha|||| + ||\hat{U}\hat{U}^\top \hat{w}_\alpha - \hat{U}\hat{U}^\top \hat{w}_\alpha||$$

$$\leq ||w_\alpha|| ||\hat{U}\hat{U}^\top \hat{w}_\alpha - ||\hat{U}\hat{U}^\top \hat{w}_\alpha|||| + ||\hat{U}\hat{U}^\top \hat{w}_\alpha - \hat{U}\hat{U}^\top \hat{w}_\alpha||$$

$$\leq ||w_\alpha - \hat{w}_\alpha||$$

(53)

From Lemma 10, Lemma 13, $\delta_K(Q_2) \lesssim \delta_2^2(W^*)$ and $\delta_K(Q_3(I_d, I_d, \alpha)) \lesssim \delta_2^2(W^*)$ for any arbitrary vector $\alpha \in \mathbb{R}^d$, we have

$$||w_\alpha - \hat{U}\hat{U}^\top \hat{w}_\alpha|| \lesssim \left(\frac{d \log n}{n}\right) \cdot \delta_2^2(W^*) \cdot \tau^6 \sqrt{D_b(\Psi)D_4(\Psi)}$$

(54)

if the mixed Gaussian distribution is not symmetric, and

$$||w_\alpha - ||w_\alpha|| \hat{U}\hat{U}^\top \hat{w}_\alpha|| \lesssim \left(\frac{d \log n}{n}\right) \cdot \delta_2^2(W^*) \cdot \tau^6 \sqrt{D_b(\Psi)D_4(\Psi)}$$

(55)

if the mixed Gaussian distribution is symmetric. Moreover, we have

$$||\hat{U}\hat{U}^\top \hat{w}_\alpha - \hat{U}\hat{U}^\top \hat{v}_i|| \lesssim \kappa^2 \cdot \left(\tau^6 \sqrt{D_b(\Psi)}\right) \cdot \sqrt{\frac{K^3 \log n}{n}}$$

(56)
in which the first step is by Theorem 3 in [77], and the second step is by Lemma 11. By Lemma 14, we have
\[ \left\| \omega_n - \hat{\alpha} \right\| \leq (\kappa^4 K^2 (\gamma_1 + \gamma_2) + \kappa^3 K^2 \gamma_3) \right\| \omega_n \right\| \]  
(57)

Therefore, taking the union bound of failure probabilities in Lemmas 10, 11, and 12 and by \( D_2(\Psi) D_4(\Psi) \leq D_6(\Psi) \) from Property 10, we have that if the sample size \( n \geq \kappa^4 K^2 \tau^2 D_6(\Psi) \cdot d \log^2 d \), then the output \( W_n \in \mathbb{R}^{d \times K} \) satisfies
\[ \left\| W_n - \omega_n \right\| \leq \kappa^6 K^2 \cdot \tau^6 \sqrt{D_6(\Psi)} \left( \frac{d \log n}{n} \right) \right\| \omega_n \right\| \]  
(58)

with probability at least \( 1 - n^{-\Omega(\delta^2(\omega_n))} \)

E. Extension to Multi-Classification

We only show the analysis of binary classification in the main body of the paper due to the simplicity of presentation and highlight our major conclusions on the group imbalance. We briefly introduce how to extend our analysis on binary classification to multi-classification in this section. The main idea is to define the label as a multi-dimensional vector and apply the analysis for the binary classification case multiple times. Specifically, let \( C \) be the number of classes, where \( C = 2^c \) for a positive integer \( c \). The label \( y_i \) is a \( c \)-dimensional vector, and its \( j \)-th entry \( y_{i,j} \in \{0,1\} \) for \( j \in [c] \) and \( i \in [n] \). Such a formulation for the multi-classification problem can be found in [45], [78]. Then, following the binary setup, data \( x_i, y_i \) satisfies
\[ \mathbb{P}(y_{i,j} = 1|x_i) = H_j(\omega_n, x_i), \]  
(59)

for some unknown ground-truth neural network with unknown weights \( \omega_n \), where \( H_j(\omega_n, x_i) \) is the \( j \)-th entry of \( H(\omega_n, x_i) \in \mathbb{R}^c \) with the parameter \( \omega_j^* \in \mathbb{R}^{d \times K} \).

The training process is to minimize the empirical risk function with a cross-entropy loss
\[ -\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{c} -y_{i,j} \log(H_j(W,x_i)) \]  
\[ - (1 - y_{i,j}) \log(1 - H_j(W,x_i)) \]  
(60)

\[ = \sum_{j=1}^{c} f_n^{(j)}(W). \]

Note that \( f_n^{(j)}(W) \) has exactly the form as (2) in our paper for the binary case. Therefore, we can apply the existing theoretical results for \( f_n^{(j)}(W) \) with all \( j \in [c] \), and summing up all the bounds yields the theoretical results for the multi-class case.

We implement experiments on the CelebA dataset for 4-classification. The only change is that we use the combinations of two attributes, “blonde hair” and “pale skin” to generate four classes of data. All other settings are the same. The results are the following.

One can observe from Figure 9 that when the noise level \( \delta^2 \) increases, i.e., when the co-variance of the minority group increases, both the minority-group and average test accuracy increase first and then decrease, coinciding with our insight

F. Discussion about Gaussian Mixture Model (GMM)

The GMM distribution intuitively means that each data comes from a certain group, which is represented by a certain Gaussian component with mean \( \mu_l \) and co-variance \( \Sigma_l, l \in [L] \). The fraction \( \lambda_l \) stands for the fraction of group \( l \in [L] \). This formulation is motivated by existing works [3], [25], which are related to group imbalance in the case of convolutional neural networks. One can see that each data feature follows GMM by Eqn (4) of [3]. In our setup, we define the data following the GMM for fully connected neural networks, where labels are determined by the mixture of Gaussian input and the ground-truth model.
G. Discussion about \( \sigma_{\min} \) and \( \tau \)

In this section, we show that the assumption that \( \sigma_{\min} \) is not very close to zero, or equivalently, \( \tau = \Theta(1) \), is mild. Even when the real data have singular values very close to zero, they can be approximated by low-rank data without hurting the performance by only keeping a few significant singular values and setting the small ones to zero. Thus, every practical dataset can be approximated by a dataset with \( \tau = \Theta(1) \) while maintaining the same performance. We verify this by an experiment of binary classification on CelebA [31]. After training with a ResNet-9, the output feature of each testing image is 256-dimensional. One can find that the singular value of the covariance matrix of features is close to 0 except for the top singular values. The feature matrix reconstructed with top singular values can achieve comparable testing accuracy as using all singular values, as shown in Table II. One can observe that the feature matrix reconstruction with top-5 singular values, which is 2% of all the singular vectors, leads to a test accuracy already close to that using all singular vectors, and the performance gap is smaller than 4.5%. We can compute that \( \tau = 4.6155 = \Theta(1) \) for the feature matrix reconstructed by top 5 singular values.

### TABLE II: Testing accuracy with a reconstructed feature matrix using different amounts of singular values (s.v.)

<table>
<thead>
<tr>
<th>Reconstruct with</th>
<th>top 5 s.v.</th>
<th>top 25 s.v.</th>
<th>all 256 s.v.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>84.00%</td>
<td>85.00%</td>
<td>88.50%</td>
</tr>
</tbody>
</table>
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Supplementary Material

We begin our Supplementary Material here.

Section H provides more experiment results as a supplement of Section V.

Section I introduces the algorithm, especially the tensor initialization in detail.

Section J includes some definitions and properties as a preliminary to our proof.

Section K shows the proof of Theorem 1 and Corollary 1, followed by Section L, M, and N as the proof of three key Lemmas about local convexity, linear convergence and tensor initialization, respectively.

H. More Experiment Results

We present our experiment results on empirical datasets CelebA [31] and CIFAR-10[13] in this section. To be more specific, we evaluate the impact of the variance levels introduced by different data augmentation methods on the learning performance. We also evaluate the impact of the minority group fraction in the training data on the learning performance. All the experiments are reported in a format of “mean±2×standard deviation” with a random seed equal to 10. We implement our experiments on an NVIDIA GeForce RTX 2070 super GPU and a work station with 8 cores of 3.40GHz Intel i7 CPU.

1) Tests on CelebA: In addition to the Gaussian augmentation method in Figure 1 (b), we also evaluate the performance of data augmentation by cropping in Figure 11. The setup is exactly the same as that for Gaussian augmentation, except that we augment the data by cropping instead of adding Gaussian noise. Specifically, to generate an augmented image, we randomly crop an image with a size $w \times w \times 3$ and then resize back to $224 \times 224 \times 3$. One can observe that the minority-group and average test accuracy first increase and then decrease as $w$ increases, which is in accordance with Insight (P3).

![Fig. 11: The test accuracy of CelebA dataset with the data augmentation method of cropping.](image)

2) Tests on CIFAR-10: Group 1 contains images with attributes “bird”, “cat”, “deer”, “dog”, “frog” and “horse.” Group 2 contains “airplane” images. In this setting, Group 1 has a larger variance. Because each image in CIFAR-10 only has one attribute, we consider the binary classification setting where all images in Group 1 are labeled as “animal” and all images are labeled as “airplane.” This is a special scenario that the group label is also the classification label. Note that our results hold for general setups where group labels and classification labels are irrelevant, like our previous results on CelebA. LeNet 5 [38] is selected to be the learning model.

We first pick 8000 animal images (majority) and 2000 airplane images (minority). We select 1000 out of 2000 airplane images to implement data augmentation, including both Gaussian augmentation and random cropping. For Gaussian augmentation, we add i.i.d. Gaussian noise drawn from $\mathcal{N}(0, \delta^2)$ to each entry[14]. For random cropping, we randomly crop the image with a certain size $w \times w \times 3$ and then resizing back to $32 \times 32 \times 3$. Figure 12 shows that when $\delta$ or $w$ increase, i.e., the variance introduced by either augmentation method increases, both the minority-group and average test accuracy increase first and then decrease, which is consistent with our Insight (P3).

Then we fix the total number of training data to be 5000 and vary the fractions of the two groups. One can see opposite trends in Figure 13 if we increase the fraction of the minority group with the airplane being the minority and the animal being the minority, which reflects our Insight (P4).

---


[14] In this experiment, the noise is added to the raw image where the pixel value ranges from 0 to 255, while in the experiment of CelebA (Figure 1 (b)), the noise is added to the image after normalization where the pixel value ranges from 0 to 1.
We write \( f(x) \preceq (\geq) g(x) \) if \( f(x) \leq (\geq) \Theta(g(x)) \). The gradient and the Hessian of a function \( f(W) \) are denoted by \( \nabla f(W) \) and \( \nabla^2 f(W) \), respectively. \( A \succeq 0 \) means \( A \) is a positive semi-definite (PSD) matrix. \( A^{\frac{1}{2}} \) means that \( A = (A^{\frac{1}{2}})^2 \). The outer product of vectors \( z_i \in \mathbb{R}^{n_i}, i \in \{l\}, \) is defined as \( T = z_1 \otimes \cdots \otimes z_l \in \mathbb{R}^{n_1 \times \cdots \times n_l} \) with \( T_{j_1,\ldots,j_l} = (z_1)_{j_1} \cdots (z_l)_{j_l} \). Given a tensor \( T \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) and matrices \( A \in \mathbb{R}^{n_1 \times d_1}, B \in \mathbb{R}^{n_2 \times d_2}, C \in \mathbb{R}^{n_3 \times d_3} \), the \((i_1, i_2, i_3)\)-th entry of the tensor \( T(A, B, C) \) is given by

\[
\sum_{i_1'} \sum_{i_2'} \sum_{i_3'} T_{i_1',i_2',i_3'} A_{i_1',i_1} B_{i_2',i_2} C_{i_3',i_3}.
\]

### Table III: Summary of notations

| \( \lambda_i, \mu_i, \Sigma_i, i \in \{L\} \) | The fraction, mean, and covariance of the \( l \)-th component in the Gaussian mixture distribution, respectively. |
| \( d, n, K \) | The feature dimension, the number of training samples, and the number of neurons, respectively. |
| \( W, W_t \) | \( W^\ast \) is the ground truth weight. \( W_t \) is the updated weight in the \( t \)-th iteration. |
| \( f_n, f, \ell \) | \( f_n \) is the empirical risk function. \( f \) is the average risk or the population risk function. \( \ell \) is the cross-entropy loss function. |
| \( \Psi, \sigma_{\max}, \sigma_{\min}, \tau \) | \( \Psi \) denotes our Gaussian mixture model \((\lambda_i, \mu_i, \Sigma_i, \nu_i)\). \( \sigma_{\max} = \max_{i \in \{L\}} \{||\Sigma_i||^{\frac{1}{2}}\} \). \( \sigma_{\min} = \min_{i \in \{L\}} \{|||\Sigma_i^{-1}||^{\frac{1}{2}}\} \). \( \tau = \sigma_{\max}/\sigma_{\min} \). |
| \( \delta_i(W^\ast) \), \( \eta, \kappa, i \in \{K\} \) | \( \delta_i(W^\ast) \) is the \( i \)-th largest singular value of \( W^\ast \). \( \eta \) and \( \kappa \) are two functions of \( W^\ast \). |
| \( p(t, \sigma) \), \( 1(\Psi) \), \( D_m(\Psi) \) | These items are functions of the Gaussian mixture distribution \( \Psi \) used to develop our Theorem 1. |
| \( \nu_i, \xi \) | \( \nu_i \) is the gradient noise. \( \xi \) is the upper bound of the noise level. |
| \( Q_j, j = 1, 2, 3 \) | \( Q_j \)'s are tensors used in the initialization. |
| \( \sigma(\Psi) \), \( q(\Psi) \) | \( \sigma(\Psi) \) is the convergence rate (8). \( q(\Psi) \) is a parameter in the definition of \( \rho(\Psi) \) (9). |
| \( \mathcal{E}_w(\Psi), \mathcal{E}, \mathcal{E}_l \) | Generalization parameters. \( \mathcal{E}_w(\Psi) \) appears in the error bound of the model (10). \( \mathcal{E}(\Psi) \) and \( \mathcal{E}_l(\Psi) \) are to characterize the average risk (11) and the group-l risk (12), respectively. |
The method starts from an initialization $W_0 \in \mathbb{R}^{d \times K}$ computed based on the tensor initialization method (Subroutine 1) and then updates the iterates $W_t$ using gradient descent with the step size $\eta_t$. To model the inaccuracy in computing the gradient, an i.i.d. zero-mean noise $\{\nu_i\}_{i=1}^n \in \mathbb{R}^{d \times K}$ with bounded magnitude $|(|\nu_i)_{jk}| \leq \xi (j \in [d], k \in [K])$ for some $\xi \geq 0$ are added in (6) when computing the gradient of the loss in (3).

Our tensor initialization method in Subroutine 1 is extended from [82] and [26]. The idea is to compute quantities (Q_j in (62)) that are tensors of $w^*_j$ developed in [82] to design tensors suitable for the Gaussian mixture model. Formally, to the standard Gaussian distribution, we exploit the relationship between probability density functions and tensor expressions. The following assumption guarantees that these tensors are nonzero and can thus be leveraged to estimate $W^*$.

Assumption 1: The Gaussian Mixture Model in (64) satisfies the following conditions:

1. $Q_1$ and $Q_3$ are nonzero.
2. If the distribution is not symmetric, then $Q_2$ is nonzero.

Assumption 1 is a very mild assumption. Moreover, as indicated in [82], in the rare case that some quantities $Q_j (i = 1, 2, 3)$ are zero, one can construct higher-order tensors in a similar way as in Definition 3 and then estimate $W^*$ from higher-order tensors.

Subroutine 1 describes the tensor initialization method, which estimates the direction and magnitude of $w^*_j, j \in [K]$, separately. The direction vectors are denoted as $\vec{w}^*_j = w^*_j / \|w^*_j\|$ and the magnitude $\|w^*_j\|$ is denoted as $z_j$. Lines 2-6 estimate the subspace $\hat{U}$ spanned by $\{w^*_1, \cdots, w^*_K\}$ using $\hat{Q}_2$ or, in the case that $Q_2 = 0$, a second-order tensor projected by $\hat{Q}_4$. Lines 7-8 estimate $\vec{w}^*_j$ by employing the KCL algorithm [77]. Lines 9-10 estimate the magnitude $z_j$. Finally, the returned estimation of $W^*$ is used as an initialization $W_0$ for Algorithm 1. The computational complexity of Subroutine 1 is $O(K nd)$ based on similar calculations as those in [26].

1) Numerical Evaluation of Tensor Initialization: Figure 14 shows the accuracy of the returned model by Algorithm 1. Here $n = 2 \times 10^5, d = 50, K = 2, \lambda_1 = \lambda_2 = 0.5, \mu_1 = -0.3$ and $\mu_2 = 0$. We compare the tensor initialization with a random initialization in a local region $\{W \in \mathbb{R}^{d \times K} : \|W - W^*\|_F \leq \epsilon\}$. Each entry of $W^*$ is selected from $[-0.1, 0.1]$ uniformly. Tensor initialization in Subroutine 1 returns an initial point close to one permutation of $W^*$, with a relative error of 0.65. If the random initialization is also close to $W^*$, e.g., $\epsilon = 0.1$, then the gradient descent algorithm converges to a critical point from both initializations, and the linear convergence rate is the same. We also test a random initialization with each entry drawn from $\mathcal{N}(0, 25)$. The initialization is sufficiently far from $W^*$, and the algorithm does not converge. On a MacBook Pro with Intel(R) Core(TM) i5-7360U CPU at 2.30GHz and MATLAB 2017a, it takes 5.52 seconds to compute the tensor initialization. Thus, to reduce the computational time, we consider a random initialization with $\epsilon = 0.1$ in the experiments instead of computing tensor initialization.

15By mild, we mean given $L$, if Assumption 1 is not met for some $\Psi_0$, there exists an infinite number of $\Psi'$ in any neighborhood of $\Psi_0$ such that Assumption 1 holds for $\Psi'$. 
Subroutine 1: Tensor Initialization Method

1. **Input:** Partition \( n \) pairs of data \( \{(x_i, y_i)\}_{i=1}^n \) into three disjoint subsets \( D_1, D_2, D_3 \)
2. **if** the Gaussian Mixture distribution is not symmetric **then**
3. **Compute** \( \hat{Q}_2 \) using \( D_1 \). Estimate the subspace \( \hat{U} \) by orthogonalizing the eigenvectors with respect to the \( K \) largest eigenvalues of \( Q_2 \)
4. **else**
5. **Pick** an arbitrary vector \( \alpha \in \mathbb{R}^d \), and use \( D_1 \) to compute \( \hat{Q}_3(I_d, I_d, \alpha) \). Estimate \( \hat{U} \) by orthogonalizing the eigenvectors with respect to the \( K \) largest eigenvalues of \( Q_3(I_d, I_d, \alpha) \).
6. **end if**
7. **Compute** \( \hat{R}_0 = \hat{Q}_2(\hat{U}, \hat{U}, \hat{U}) \) from data set \( D_2 \)
8. **Employ** the KCL algorithm to compute vectors \( \{\hat{v}_i\}_{i \in [K]} \), which are the estimates of \( \{U^T \tilde{w}_i^*\}_{i=1}^K \). Then the direction vectors \( \{\tilde{w}_i^*\}_{i=1}^K \) can be approximated by \( \{\hat{U} \hat{v}_i\}_{i=1}^K \).
9. **Compute** \( \hat{Q}_1 \) from data set \( D_3 \).
10. **Estimate** the magnitude \( \hat{z} \) by solving the optimization problem

\[
\hat{z} = \arg \min_{\alpha \in \mathbb{R}^k} \frac{1}{2} \| \hat{Q}_1 - \sum_{j=1}^K \alpha_j \tilde{w}_j^* \|^2
\]

(65)

11. **Return:** Use \( \hat{z}_j \hat{U} \hat{v}_j \) as the \( j \)th column of \( \mathbf{W}_0 \), \( j \in [K] \).

Fig. 14: Comparison between tensor initialization, a random initialization near \( \mathbf{W}^* \), and an arbitrary random initialization

### J. Preliminaries of the Main Proof

In this section, we introduce some **definitions** and **properties** that will be used to prove the main results.

First, we define the sub-Gaussian random variable and sub-Gaussian norm.

**Definition 4.** We say \( X \) is a sub-Gaussian random variable with sub-Gaussian norm \( K > 0 \), if \( \mathbb{E}|X|^p \leq K \sqrt{p} \) for all \( p \geq 1 \). In addition, the sub-Gaussian norm of \( X \), denoted \( \|X\|_{\psi_2} \), is defined as \( \|X\|_{\psi_2} = \sup_{p \geq 1} p^{-\frac{1}{2}} \mathbb{E}|X|^p \).

Then we define the following three quantities, \( \rho(\mu, \sigma) \) is motivated by the \( \rho \) parameter for the standard Gaussian distribution in [26], and we generalize it to a Gaussian with an arbitrary mean and variance. We define the new quantities \( \Gamma(\Psi) \) and \( D_m(\Psi) \) for the Gaussian mixture model.

**Definition 5.** \( \Gamma(\psi) \). With (13) and \( \kappa, \eta \) defined in Section III, we define

\[
\Gamma(\Psi) = \sum_{l=1}^L \frac{\lambda_l}{\tau K^\kappa \eta} \frac{\|\Sigma_l^{-1}\|^{-1}}{\sigma_{\text{max}}^2} \rho(\frac{\mathbf{W}^*^T \mu_l}{\delta_K(\mathbf{W}^*)\|\Sigma_l^{-1}\|^{-\frac{1}{2}}} - \frac{\delta_K(\mathbf{W}^*)\|\Sigma_l^{-1}\|^{-\frac{1}{2}}}{\delta_K(\mathbf{W}^*)\|\Sigma_l^{-1}\|^{-\frac{1}{2}}})
\]

(66)

The \( \Gamma \) function is the weighted sum of \( \rho \)-function under mixture Gaussian distribution. This function is positive and upper bounded by a small value. \( \Gamma \) goes to zero if all \( \|\mu_l\| \) or all \( \sigma_l \) goes to infinity.

**Property 1.** Given \( \mathbf{W}^* = U \mathbf{V} \in \mathbb{R}^{d \times k} \), where \( U \in \mathbb{R}^{d \times K} \) is the orthogonal basis of \( \mathbf{W}^* \). For any \( \mu \in \mathbb{R}^d \), we can find an orthogonal decomposition of \( \mu \) based on the column space of \( \mathbf{W}^* \), i.e. \( \mu = \mu_U + \mu_{U^\perp} \). If we consider the recovery problem
of FCN with a dataset of Gaussian Mixture Model, in which \( x_i \sim \mathcal{N}(\mu_h, \Sigma_h) \) for some \( h \in [L] \), the problem is equivalent to the problem of FCN with \( x_i \sim \mathcal{N}(\mu_{U_h}, \Sigma_h) \). Hence, we can assume without loss of generality that \( \mu_i \) belongs to the column space of \( W^* \) for all \( l \in [L] \).

**Proof:**
From (1) and (3), the recovery problem can be formulated as

\[
\min_{W^*} g(W^{*\top} x_i, y_i)
\]

For any \( x_i \sim \mathcal{N}(\mu_h, \Sigma_h) \), \( x_i \) can be written as

\[
x_i = z + \mu_h
\]

where \( z \sim \mathcal{N}(0, \Sigma_h) \). Therefore,

\[
W^{*\top} x_i = W^{*\top}(z + \mu_h) = W^{*\top}(z + \mu_{U-h} + \mu_{U_h}) = W^{*\top}(z + \mu_{U_h})
\]

The final step is because \( W^{*\top} \mu_{U_h} = 0 \). So the problem is equivalent to the recovery problem of FCN with \( x_i \sim \mathcal{N}(\mu_{U_h}, \Sigma_h) \).

Recall that the gradient noise \( \nu_i \in \mathbb{R}^{d 	imes K} \) is zero-mean, and each of its entry is upper bounded by \( \xi > 0 \).

**Property 2.** We have that \( \|\nu_i\|_F \) is a sub-Gaussian random variable with its sub-Gaussian norm bounded by \( \xi \sqrt{dK} \).

**Proof:**

\[
(E\|\nu_i\|_F^p)^\frac{1}{p} \leq (E|\sqrt{dK}\xi|^p)^\frac{1}{p} \leq \xi \sqrt{dK}
\]

We state some general properties of the \( \rho \) function defined in Definition 1 in the following.

**Property 3.** \( \rho(u, \sigma) \) in Definition 1 satisfies the following properties,

1. (Positive) \( \rho(u, \sigma) > 0 \) for any \( u \in \mathbb{R}^d \) and \( \sigma \neq 0 \).
2. (Finite limit point for zero mean) \( \rho(u, \sigma) \) converges to a positive value function of \( \sigma \) as \( u \rightarrow 0 \), i.e. \( \lim_{u \rightarrow 0} \rho(u, \sigma) := C_m(\sigma) \).
3. (Finite limit point for zero variance) When all \( u_i \neq 0 \) (\( i \in [d] \)), \( \rho(u, \sigma) \) converges to a strictly positive real function of \( u \) as \( \sigma \rightarrow 0 \), i.e. \( \lim_{\sigma \rightarrow 0} \rho(u, \sigma) := C_u(u) \). When \( u_i = 0 \) for some \( i \in [d] \), \( \lim_{\sigma \rightarrow 0} \rho(u, \sigma) = 0 \).
4. (Lower bound function of the mean) When everything else except \( |u_i| \) is fixed, \( \rho(W^{*\top} u, \sigma \delta_K(W^*)) \) is lower bounded by a strictly positive real function, \( L_m\left(\frac{AW^{*\top}}{\sigma \delta_K(W^*)}, \sigma \delta_K(W^*)\right) \), which is monotonically decreasing as \( |u_i| \) increases.
5. (Lower bound function of the variance) When everything else except \( \sigma \) is fixed, \( \rho(W^{*\top} u, \sigma \delta_K(W^*)) \) is lower bounded by a strictly positive real function, \( L_s\left(\frac{W^{*\top} u}{\sigma \delta_K(W^*)}, \sigma \delta_K(W^*)\right) \), which satisfies the following conditions: (a) there exists \( \zeta_0 > 0 \) such that \( \sigma^{-1} L_s\left(\frac{W^{*\top} u}{\sigma \delta_K(W^*)}, \sigma \delta_K(W^*)\right) \) is an increasing function of \( \sigma \) when \( \sigma \in (0, \zeta_0) \); (b) there exists \( \zeta_0 > 0 \) such that \( L_s\left(\frac{W^{*\top} u}{\sigma \delta_K(W^*)}, \sigma \delta_K(W^*)\right) \) is a decreasing function of \( \sigma \) when \( \sigma \in (\zeta_0, +\infty) \).

**Proof:**

(1) From Cauchy Schwarz’s inequality, we have

\[
E_{z_i \sim \mathcal{N}(u_i, 1)}[\phi'(\sigma \cdot z_i)] \leq \sqrt{E_{z_i \sim \mathcal{N}(u_i, 1)}[\phi'^2(\sigma \cdot z_i)]}
\]

\[
E_{z_i \sim \mathcal{N}(u_i, 1)}[\phi'(\sigma \cdot z_i) z_i \cdot z_i] \leq \sqrt{E_{z_i \sim \mathcal{N}(u_i, 1)}[\phi'^2(\sigma \cdot z_i)]} \cdot \sqrt{E_{z_i \sim \mathcal{N}(u_i, 1)}[z_i^2]} = \sqrt{E_{z_i \sim \mathcal{N}(u_i, 1)}[\phi'^2(\sigma \cdot z_i)]} \cdot \sqrt{u_i^2 + 1}
\]

The equalities of (68) and (69) hold if and only if \( \phi' \) is a constant function. Since that \( \phi \) is the sigmoid function, the equalities of (68) and (69) cannot hold.

By the definition of \( \rho(u, \sigma) \) in Definition 1, we have

\[
\beta_0(i, u, \sigma) - \alpha_0^2(i, u, \sigma) > 0,
\]

\[
\beta_2(i, u, \sigma) - \alpha_2^2(i, u, \sigma) u_i^2 + 1 > 0.
\]

Therefore,

\[
\rho(u, \sigma) > 0
\]
(2) We can derive that

\[
\lim_{u_i \to 0} \left( \frac{u_i^2}{\sigma^2} + 1 \right) (\beta_0(i, u, \sigma) - \alpha_0^2(i, u, \sigma)) = \lim_{u_i \to 0} \left( \frac{u_i^2}{\sigma^2} + 1 \right) \left( \int_{-\infty}^{\infty} \phi'(\sigma \cdot z_i)(2\pi)^{-\frac{1}{2}} \exp\left(-\frac{||z_i - u_i||^2}{2}\right)dz_i \right.
\]

\[
- \left( \int_{-\infty}^{\infty} \phi'(\sigma \cdot z_i)(2\pi)^{-\frac{1}{2}} \exp\left(-\frac{||z_i - u_i||^2}{2}\right)dz_i \right)^2
\]

\[
= \frac{(u_i^2 + 1)}{\sigma^2} \left( \int_{-\infty}^{\infty} \phi'(\sigma \cdot z_i)(2\pi)^{-\frac{1}{2}} \exp\left(-\frac{||z_i - u_i||^2}{2}\right)dz_i \right.
\]

\[
- \left( \int_{-\infty}^{\infty} \phi'(\sigma \cdot z_i)(2\pi)^{-\frac{1}{2}} \exp\left(-\frac{||z_i - u_i||^2}{2}\right)dz_i \right)^2
\]

where the first step is by Definition 1, and the second step comes from the limit laws. Similarly, we also have

\[
\lim_{u_i \to 0} \left( \frac{\beta_2(i, u, \sigma)}{\sigma^2} - \frac{1}{u_i^2 + 1} \alpha_2^2(i, u, \sigma) \right) = \lim_{u_i \to 0} \left( \int_{-\infty}^{\infty} \phi'(\sigma \cdot z_i)(2\pi)^{-\frac{1}{2}} \exp\left(-\frac{||z_i - u_i||^2}{2}\right)dz_i \right.
\]

\[
- \left( \int_{-\infty}^{\infty} \phi'(\sigma \cdot z_i)(2\pi)^{-\frac{1}{2}} \exp\left(-\frac{||z_i - u_i||^2}{2}\right)dz_i \right)^2
\]

\[
= \int_{-\infty}^{\infty} \phi'(\sigma \cdot z_i)(2\pi)^{-\frac{1}{2}} \exp\left(-\frac{||z_i||^2}{2}\right)dz_i - \left( \int_{-\infty}^{\infty} \phi'(\sigma \cdot z_i)(2\pi)^{-\frac{1}{2}} \exp\left(-\frac{||z_i||^2}{2}\right)dz_i \right)^2
\]

Since that (73) and (74) are positive due to Jensen’s inequality, we can derive that \( \rho(u, \sigma) \) converges to a positive value function of \( \sigma \) as \( u_i \) goes to 0, i.e.

\[
\lim_{u_i \to 0} \rho(u, \sigma) := C_m(\sigma)
\]

(3) When all \( u_i \neq 0 \) (i \( \in \mathbb{Z}^d \)),

\[
\lim_{\sigma \to 0} \left( \frac{\beta_2(i, u, \sigma)}{\sigma^2} - \frac{1}{u_i^2 + 1} \alpha_2^2(i, u, \sigma) \right) = \lim_{\sigma \to 0} \left( \int_{-\infty}^{\infty} \phi'(\sigma \cdot z_i)(2\pi)^{-\frac{1}{2}} \exp\left(-\frac{||z_i - u_i||^2}{2}\right)dz_i \right.
\]

\[
- \left( \int_{-\infty}^{\infty} \phi'(\sigma \cdot z_i)(2\pi)^{-\frac{1}{2}} \exp\left(-\frac{||z_i - u_i||^2}{2}\right)dz_i \right)^2
\]

\[
= \int_{-\infty}^{\infty} \phi'(\sigma \cdot z_i)(2\pi)^{-\frac{1}{2}} \exp\left(-\frac{||z_i - u_i||^2}{2}\right)dz_i - \left( \int_{-\infty}^{\infty} \phi'(\sigma \cdot z_i)(2\pi)^{-\frac{1}{2}} \exp\left(-\frac{||z_i - u_i||^2}{2}\right)dz_i \right)^2
\]

\[
= \int_{-\infty}^{\infty} \phi'(\sigma \cdot z_i)(2\pi)^{-\frac{1}{2}} \exp\left(-\frac{||z_i - u_i||^2}{2}\right)dz_i - \left( \int_{-\infty}^{\infty} \phi'(\sigma \cdot z_i)(2\pi)^{-\frac{1}{2}} \exp\left(-\frac{||z_i - u_i||^2}{2}\right)dz_i \right)^2
\]

The first step of (76) comes from Definition 1. The second step and the last three steps are derived from some basic mathematical computation and the limit laws. The third step of (76) is by the fact that the Gaussian distribution goes to a
Dirac delta function when \( \sigma \) goes to 0. Then the integral will take the value when \( x_i = 1 \). Similarly, we can obtain the following

\[
\lim_{\sigma \to 0} (\beta_0(i, \frac{u}{\sigma}, \sigma) - \alpha_0(i, \frac{u}{\sigma}, \sigma))
= \lim_{\sigma \to 0} \int_{-\infty}^{\infty} \phi'(x_i)(2\pi \sigma^2)^{-\frac{1}{2}} \exp\left(-\frac{||x_i - u_i||^2}{2\sigma^2}\right) dx_i
- \left( \int_{-\infty}^{\infty} \phi'(x_i)(2\pi \sigma^2)^{-\frac{1}{2}} \exp\left(-\frac{||x_i - u_i||^2}{2\sigma^2}\right) dx_i \right) 
\]

\[
= \phi^2(u_i) - \phi'^2(u_i) = 0
\]

Therefore, by L'Hopital's rule and (77), (78), we have

\[
\lim_{\sigma \to 0} \left( \frac{\partial}{\partial \sigma} (\beta_0(i, \frac{u}{\sigma}, \sigma) - \alpha_0(i, \frac{u}{\sigma}, \sigma)) \right)
= \lim_{\sigma \to 0} \left( \frac{\partial}{\partial \sigma} \left( \int_{-\infty}^{\infty} \phi'(x_i)(2\pi \sigma^2)^{-\frac{1}{2}} \exp\left(-\frac{||x_i - u_i||^2}{2\sigma^2}\right) dx_i \right) \right)
- \left( \int_{-\infty}^{\infty} \phi'(x_i)(2\pi \sigma^2)^{-\frac{1}{2}} \exp\left(-\frac{||x_i - u_i||^2}{2\sigma^2}\right) dx_i \right) 
\]

\[
= \lim_{\sigma \to 0} \left( \frac{\phi'^2(u_i)}{\sigma} - 2\phi'(u_i) \frac{\phi'(u_i)}{\sigma} \right) 
= \lim_{\sigma \to 0} \frac{\phi'^2(u_i)}{\sigma} = +\infty
\]

Combining (79) and (76), we can derive that \( \rho(\frac{u}{\sigma}, \sigma) \) converges to a positive value function of \( u \) as \( \sigma \) goes to 0, i.e.

\[
\lim_{\sigma \to 0} \rho(\frac{u}{\sigma}, \sigma) := C_s(u).
\]

When \( u_i = 0 \) for some \( i \in [d] \), \( \lim_{\sigma \to 0} (\frac{u_i^2}{\sigma^2} + 1)(\beta_0(j, \frac{u}{\sigma}, \sigma) - \alpha_0(j, \frac{u}{\sigma}, \sigma)) = 0 \) by (77). Then from the Definition 1, we have

\[
\lim_{\sigma \to 0} \rho(\frac{u}{\sigma}, \sigma) = 0
\]

(4) We can define \( L_m(\frac{(AW^*)^\top \Lambda u}{\sigma \delta_K(W^*)}, \sigma \delta_K(W^*)) \) as

\[
L_m(\frac{(AW^*)^\top \Lambda u}{\sigma \delta_K(W^*)}, \sigma \delta_K(W^*)) = \min_{v_i \in [0, u_i]} \left\{ \rho\left(\frac{(AW^*)^\top \Lambda v}{\sigma \delta_K(W^*)} \right) : v_j = u_j \text{ for all } j \neq i \right\}
\]

Then by this definition, we have

\[
0 < L_m(\frac{(AW^*)^\top \Lambda u}{\sigma \delta_K(W^*)}, \sigma \delta_K(W^*)) \leq \rho\left(\frac{(AW^*)^\top \Lambda u}{\sigma \delta_K(W^*)} \right) \]

Meanwhile, for any \( 0 \leq u'_i \leq u^*_i \), since that \([0, u'_i] \subset [0, u^*_i]\), we can obtain

\[
L_m(\frac{(AW^*)^\top \Lambda u}{\sigma \delta_K(W^*)}, \sigma \delta_K(W^*))|_{u_i = u'_i} \geq L_m(\frac{(AW^*)^\top \Lambda u}{\sigma \delta_K(W^*)}, \sigma \delta_K(W^*))|_{u_i = u^*_i}
\]
Hence, \( L_m(\frac{\Lambda W^*\Lambda}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)) \) is a strictly positive real function which is monotonically decreasing. 

Then, we only need to show the condition (a). 

When \((W^*u)_i \neq 0 \) for all \( i \in [K] \),

\[
\lim_{\sigma \to 0} \rho\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right) = C_s(u) > 0. \tag{85}
\]

Therefore, there exists \( \zeta_s > 0 \), such that when \( 0 < \sigma < \zeta_s \),

\[
\rho\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right) > \frac{C_s(W^*u)}{2}. \tag{86}
\]

Then we can define

\[
L_s\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right) := \frac{C_s(W^*u)}{2\zeta_s} \sigma^2 \tag{87}
\]

such that \( \sigma^{-1}L_s\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right) \) is an increasing function of \( \sigma \) below \( \rho\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right) \).

When \((W^*u)_i = 0 \) for some \( i \in [K] \), then

\[
\lim_{\sigma \to 0} \rho\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right) = 0. \tag{88}
\]

We can define

\[
L_s\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right) = \sigma \cdot \min_{u_i \in [u, \zeta_i]} \left\{ \rho\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right) : v_j \neq u_j \text{ for all } j \neq i \right\} \tag{89}
\]

Then,

\[
\sigma^{-1}L_s\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right) = \min_{u_i \in [u, \zeta_i]} \left\{ \rho\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right) : v_j = u_j \text{ for all } j \neq i \right\} \tag{90}
\]

For any \( 0 \leq u_i^* \leq u^*_i < \zeta_i \), since that \([u_i^*, \zeta_i]\) \( \subset [u_i^*, \zeta_i]\), we can obtain

\[
\sigma^{-1}L_s\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right)|_{u_i = u_i^*} \leq \sigma^{-1}L_s\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right)|_{u_i = u_i^*}; \tag{91}
\]

Therefore, we can derive that \( \sigma^{-1}L_s\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right) \) is monotonically increasing. Following the steps in (4), we can have that \( \sigma^{-1}L_s\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right) \) is a strictly positive real function which is upper bounded by \( \rho\left(\frac{W^*u}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right) \).

In conclusion, condition (a) is proved.

For condition (b), since that \( \zeta_s > 0 \), \( \rho\left(\frac{W^*v}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right) \) is continuous and positive, we can obtain

\[
\rho\left(\frac{W^*v}{\sigma\delta_K(W^*)}, \sigma\delta_K(W^*)\right)|_{\sigma = \zeta_s} > 0 \tag{92}
\]

Then condition (b) can be easily proved as in (4).

We then characterize the order of the \( \rho \) function in different cases as follows.

**Property 4.** To specify the order with regard to the distribution parameters, \( \rho(u, \sigma) \) in Definition 1 satisfies the following properties,

1. (Small variance) \( \lim_{\sigma \to 0^+} \rho(u, \sigma) = \Theta(\sigma^4) \).
2. (Large variance) For any \( \epsilon > 0 \), \( \lim_{\sigma \to \infty} \rho(u, \sigma) \geq \Theta(\frac{1}{\sigma^{3+\epsilon}}) \).
3. (Large mean) For any \( \epsilon > 0 \), \( \lim_{\mu \to \infty} \rho(u, \sigma) \geq \Theta(e^{-\frac{1}{2\mu^{1+\epsilon}}}) \) \( \frac{1}{\|u\|^{3+\epsilon}} \).
Proof:

(1)

\[ \beta_0(i, \mathbf{u}, \sigma) - \alpha_0(i, \mathbf{u}, \sigma)^2 = \mathbb{E}_{z \sim \mathcal{N}(|\mu, 1)}[\phi^2(\sigma \cdot z)] - \left( \mathbb{E}_{z \sim \mathcal{N}(\mu, 1)}[\phi'(\sigma \cdot z)] \right)^2 \]

\[ = \int_{-\infty}^{\infty} \phi^2(\sigma \cdot z) \frac{1}{\sqrt{2\pi}} e^{-\frac{(z-\mu)^2}{2\sigma^2}} dz - \left( \int_{-\infty}^{\infty} \phi'(\sigma \cdot z) \frac{1}{\sqrt{2\pi}} e^{-\frac{(z-\mu)^2}{2\sigma^2}} dz \right)^2 \]

\[ = \int_{-\infty}^{\infty} \left( \frac{1}{4} t^2 + \frac{t^4}{16} + \cdots \right)^2 \frac{1}{\sqrt{2\pi}} e^{-\frac{(t-\mu)^2}{2\sigma^2}} dt \]

\[ - \left( \int_{-\infty}^{\infty} \left( \frac{1}{4} t^2 + \frac{t^4}{16} + \cdots \right) \frac{1}{\sqrt{2\pi}} e^{-\frac{(t-\mu)^2}{2\sigma^2}} dt \right)^2 \]

\[ = \left( \frac{1}{16} - \frac{1}{32} \left( \mu^2 \sigma^2 + \sigma^2 \right) + \frac{7}{768} \left( 3\sigma^4 + 6\mu^2 \sigma^4 + \mu^4 \sigma^4 \right) + \cdots \right) \]

\[ - \left( \frac{1}{4} - \frac{\mu^2 \sigma^2 + \sigma^2}{16} + \frac{3\sigma^4 + 6\mu^2 \sigma^4 + \mu^4 \sigma^4}{192} + \cdots \right)^2 \]

\[ = \frac{1}{128} \sigma^4 + \frac{\mu^2 \sigma^4}{64} + o(\sigma^4), \quad \text{as } \sigma \to 0^+. \]

The first step of (93) is by Definition 1. The second step and the last steps come from some basic mathematical computation. The third step is from Taylor expansion. Hence,

\[ \lim_{\sigma \to 0^+} (\beta_0(i, \mathbf{u}, \sigma) - \alpha_0(i, \mathbf{u}, \sigma)^2) = \frac{1}{128} \sigma^4 + \frac{\mu^2 \sigma^4}{64} + o(\sigma^4) \]  

(94)

Similarly, we can obtain

\[ \beta_2(i, \mathbf{u}, \sigma) - \frac{\alpha_2(i, \mathbf{u}, \sigma)^2}{\mu^2 + 1} \]

\[ = \mathbb{E}_{z \sim \mathcal{N}(0, 1)}[\phi^2(\sigma \cdot z) z^2] - \left( \mathbb{E}_{z \sim \mathcal{N}(\mu, 1)}[\phi'(\sigma \cdot z) z^2] \right)^2 \]

\[ = \int_{-\infty}^{\infty} \phi^2(\sigma \cdot z) z^2 \frac{1}{\sqrt{2\pi}} e^{-\frac{(z-\mu)^2}{2\sigma^2}} dz - \frac{1}{\mu^2 + 1} \left( \int_{-\infty}^{\infty} \phi'(\sigma \cdot z) z^2 \frac{1}{\sqrt{2\pi}} e^{-\frac{(z-\mu)^2}{2\sigma^2}} dz \right)^2 \]

\[ = \int_{-\infty}^{\infty} \left( \frac{t}{4\sigma} - \frac{t^3}{16\sigma^2} + \frac{t^5}{96\sigma^4} + \cdots \right)^2 \frac{1}{\sqrt{2\pi}} e^{-\frac{(t-\mu)^2}{2\sigma^2}} dt \]

\[ - \frac{1}{\mu^2 + 1} \left( \int_{-\infty}^{\infty} \left( \frac{t^2}{4\sigma^2} + \frac{t^4}{16\sigma^2} + \cdots \right) \frac{1}{\sqrt{2\pi}} e^{-\frac{(t-\mu)^2}{2\sigma^2}} dt \right)^2 \]

\[ = \left( \frac{1}{16} \frac{\mu^2}{\mu^2 + 1} + \frac{3(\sigma^2 + \mu^2 \sigma^2 + \mu^4 \sigma^2)}{32} + \cdots \right) \]

\[ - \frac{1}{4} - \frac{\mu^2}{\mu^2 + 1} + \frac{13}{64} \mu^2 \sigma^2 + \frac{1}{64} \mu^6 \sigma^2 + o(\sigma^2), \quad \text{as } \sigma \to 0^+ \]

Hence,

\[ \lim_{\sigma \to 0^+} \left( \frac{\beta_2(i, \mathbf{u}, \sigma) - \frac{\alpha_2(i, \mathbf{u}, \sigma)^2}{\mu^2 + 1}}{\mu^2 + 1} \right) = \frac{9}{64} \sigma^2 + o(\sigma^2) \]  

(96)

Therefore,

\[ \lim_{\sigma \to 0^+} \rho(u, \sigma) = \min_{j \in \{d_j, u_j \neq \mu\}} \{ (u_j^2 + 1) \} \frac{1}{128} \sigma^4 \]

(97)

(2) Note that by some basic mathematical derivation,

\[ \int_{-\infty}^{\infty} \phi^2(\sigma \cdot z) \frac{1}{\sqrt{2\pi}} e^{-\frac{(z-\mu)^2}{2\sigma^2}} dz = \int_{-\infty}^{\infty} \frac{1}{e^{\sigma^2 z + e^{-\sigma^2 z} + 2} \sqrt{2\pi}} e^{-\frac{(z-\mu)^2}{2\sigma^2}} dz \]

\[ \geq 2 \int_{0}^{\infty} \frac{1}{16 e^{2\sigma^2 z} \sqrt{2\pi}} e^{-\frac{(z+\mu)^2}{2\sigma^2}} dz \]

\[ = \frac{1}{8} e^{2|\mu| \sigma^2} \int_{0}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{(z+2\sigma^2)^2}{2}} dz \]

\[ = \frac{1}{8 \sqrt{2\pi}} e^{2|\mu| \sigma^2} \int_{|\mu|+2\sigma}^{\infty} e^{-\frac{t^2}{2}} dt \]

(98)
We then provide the following Claim with its proof to give a lower bound for (98).

Claim: \( \int_{|\mu|+2\sigma}^{\infty} e^{-\frac{t^2}{2}} dt > e^{-2|\mu|\sigma-2\sigma^2-k_1 \log \sigma} \) for \( k_1 > 1 \).

Proof: Let

\[
\int_{|\mu|+2\sigma}^{\infty} e^{-\frac{t^2}{2}} dt = e^{-2|\mu|\sigma-2\sigma^2-k_1 \log \sigma} \cdot (99)
\]

Then,

\[
f'(\sigma) = e^{-2\sigma^2}((2|\mu| + 4\sigma + \frac{\sigma_1}{\sigma})\sigma^{-k_1} - 2e^{-\frac{\sigma^2}{2}}).
\]

(100)

It can be easily verified that for a given \( |\mu| \geq 0, f'(\sigma) < 0 \) when \( \sigma \) is large enough if \( k_1 > 1 \). Combining that \( \lim_{\sigma \to \infty} f' = 0 \), we have \( f'(\sigma) > 0 \) when \( \sigma \) is large enough by showing the contradiction in the following: Suppose there is a strictly increasing function \( f(x) > 0 \) with \( \lim_{x \to \infty} f(x) = 0 \) when \( x \) is large enough. Then there exists \( x_0 < 0 \) such that for any \( \epsilon > 0, f(x) < \epsilon \) for \( x > x_0 \). Pick \( \epsilon = f(x_0) > 0 \), then for \( x_1 > x_0, f(x_1) > f(x_0) = \epsilon \). Contradiction!

Similarly, we also have

\[
\int_{-\infty}^{\infty} \phi'(\sigma \cdot z) \frac{1}{\sqrt{2\pi}} e^\frac{-z^2}{2} dz = \int_{0}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{(\sigma - z)^2}{2}} dz
\]

\[
\leq \int_{0}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{(\sigma - 1)^2}{2}} dz
\]

\[
= e^{\mu + \frac{1}{2}} \int_{0}^{\infty} \frac{2}{\sqrt{2\pi}} e^{-\frac{(\mu + \sigma)^2}{2}} dz
\]

\[
= \frac{2}{\sqrt{2\pi}} e^{\mu + \frac{1}{2}} \int_{|\mu| + \sigma}^{\infty} e^{-\frac{t^2}{2}} dt,
\]

and the Claim: \( \int_{|\mu| + \sigma}^{\infty} e^{-\frac{t^2}{2}} dt < e^{-2|\mu|\sigma-2\sigma^2-k_2 \log \sigma} \) for \( k_2 \leq 1 \) to give an upper bound for (101).

Therefore, combining (98, 101) and two claims, we have that for any \( \epsilon > 0 \),

\[
\beta_0(i, u, \sigma) - \alpha_0(i, u, \sigma) \geq \frac{1}{8\sqrt{2\pi}} \frac{1}{\sigma^k_1} - \frac{1}{2\pi \sigma^{2k_2}} \geq \frac{1}{\sigma^{1+\epsilon}}
\]

(102)

(The above inequality holds for any \( 2k_1 > k_2 \) where \( k_1 > 1 \) and \( k_2 \leq 1 \).)

Similarly,

\[
\int_{-\infty}^{\infty} \phi'(\sigma \cdot z) \frac{1}{\sqrt{2\pi}} e^\frac{-z^2}{2} dz = \int_{0}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{(\sigma - z)^2}{2}} dz
\]

\[
\leq \int_{0}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{(\sigma - 1)^2}{2}} dz
\]

\[
= e^{\mu + \frac{1}{2}} \int_{0}^{\infty} \frac{2}{\sqrt{2\pi}} e^{-\frac{(\mu + \sigma)^2}{2}} dz
\]

\[
= \frac{2}{\sqrt{2\pi}} e^{\mu + \frac{1}{2}} \int_{|\mu| + \sigma}^{\infty} e^{-\frac{t^2}{2}} dt,
\]

Claim: \( \int_{|\mu|+2\sigma}^{\infty} (t-2\sigma)^2 e^{-\frac{t^2}{2}} dt \geq e^{-2|\mu|\sigma-2\sigma^2-k_1 \log \sigma} \) if \( k_1 > 3 \).

Proof: Let

\[
f'(\sigma) = \int_{|\mu|+2\sigma}^{\infty} (t-2\sigma)^2 e^{-\frac{t^2}{2}} dt - e^{-2|\mu|\sigma-2\sigma^2-k_1 \log \sigma}.
\]

(104)

\[
f'(\sigma) = 8\sigma \int_{|\mu|+2\sigma}^{\infty} e^{-\frac{t^2}{2}} dt + e^{-2|\mu|\sigma-2\sigma^2} (4\sigma^{-k_1} + k_1 \sigma^{-k_1} + 2|\mu|\sigma^{-k_1} - 4e^{-\frac{\sigma^2}{2}}).
\]

(105)

We need \( f'(\sigma) < 0 \) when \( \sigma \) is large enough. Since that \( f'(\sigma) \to 0, f''(\sigma) \to 0 \) when \( \sigma \) is large, we need \( f''(\sigma) > 0 \) and \( f'''(\sigma) < 0 \) recursively. Hence,

\[
f''(\sigma) = -e^{-2|\mu|\sigma-2\sigma^2} (64\sigma^{-k_1} + 96\mu\sigma^{-k_1}) + 16(3k_1 - 3 + \mu^2)\sigma^{-k_1} + 8\mu(-\mu^2 - 3 + 6k_1)\sigma^{-k_1} + 4k_1(3k_1 + \mu^2)\sigma^{-k_1} + 2k_1(1 + k_1)(\mu + 2)\sigma^{-k_1} + k_1(1 + k_1)(2 + k_1)\sigma^{-k_1} - 16e^{-\frac{\sigma^2}{2}} < 0
\]

(106)

requires \( k_1 > 3 \).

Similarly, we have

\[
\int_{-\infty}^{\infty} \phi'(\sigma \cdot z) \frac{1}{\sqrt{2\pi}} e^\frac{-z^2}{2} dz \leq \int_{0}^{\infty} \frac{1}{\sigma^2} \frac{1}{\sqrt{2\pi}} \sigma^2 e^{-\frac{z^2}{2}} dz = \frac{2}{\sqrt{2\pi}} \sigma^2 \int_{0}^{\infty} (t-\sigma)^2 e^{-\frac{t^2}{2}} dt
\]

(107)
and the Claim: \(\int_{-\infty}^\infty (t - \alpha)^2 e^{-\frac{t^2}{2}} dt < e^{-\frac{\alpha^2}{2} - k_2 \log \sigma}.\) Hence,
\[
\beta_2(i, u, \sigma) = \frac{\alpha_2(i, u, \sigma)^2}{\mu^2 + 1} \geq \frac{1}{8\sqrt{2\pi}} \frac{1}{\sigma^{k_1}} - \frac{2}{\pi(\mu^2 + 1)} \frac{1}{\sigma^{2k_2}} \geq \frac{1}{\sigma^{3.1}}. \tag{108}
\]
(The above inequality holds for any \(2k_2 > k_1\) where \(k_1 > 3\) and \(k_2 < 3.\))

Therefore, by combining (102) and (108), for any \(\epsilon > 0\)
\[
\lim_{\sigma \to \infty} \rho(u, \sigma) \geq \Theta\left(\frac{1}{\sigma^{3.1 + \epsilon}}\right). \tag{109}
\]

(3) Let \(\sigma\) be fixed. For any \(\epsilon > 0\), following the steps in (2), we can obtain
\[
\int_{-\infty}^\infty \phi''(\sigma \cdot z) \frac{1}{\sqrt{2\pi}} e^{-\frac{(z-\mu)^2}{\sigma^2}} dz = \int_{-\infty}^\infty \frac{1}{e^{\sigma^2 z + e^{-\sigma^2 z} + 2}} \frac{1}{\sigma^2} e^{-\frac{(z-\mu)^2}{\sigma^2}} dz
\]
\[
\geq 2 \int_{\sigma}^\infty \frac{1}{16e^{2\sigma^2 z} \sqrt{2\pi}} e^{-\frac{(z-\mu)^2}{\sigma^2}} dz
\]
\[
= \frac{1}{8\sigma^2} e^{2|\mu|+2\sigma} \int_{\sigma+2\sigma}^\infty e^{-\frac{z^2}{\sigma^2}} dt
\]
\[
\geq \frac{1}{8\sigma^2} e^{-\frac{\sigma^2}{\mu^{1+\epsilon}}} \tag{110}
\]
Similarly,
\[
\int_{-\infty}^\infty \phi'(\sigma \cdot z) \frac{1}{\sqrt{2\pi}} e^{-\frac{(z-\mu)^2}{\sigma^2}} dz = \int_{-\infty}^\infty \frac{1}{e^{\sigma^2 z} + e^{-\sigma^2 z} + 2} \frac{1}{\sigma^2} e^{-\frac{(z-\mu)^2}{\sigma^2}} dz
\]
\[
\leq 2 \int_{\sigma}^\infty \frac{1}{e^{\sigma^2 z} \sqrt{2\pi}} e^{-\frac{(z-\mu)^2}{\sigma^2}} dz
\]
\[
= \frac{2}{\sqrt{2\pi}} e^{-\frac{\sigma^2}{\mu^{1-\epsilon}}} \tag{111}
\]

We can conclude that \(\lim_{\mu \to \infty} \rho(u, \sigma) \geq \Theta(e^{-\frac{|u|^2}{2 \mu^{1+\epsilon}}}).\)

**Property 5.** If a function \(f(x)\) is an even function, then
\[
E_{x \sim \mathcal{N}(\mu, \Sigma)}[f(x)] = E_{x \sim \frac{1}{2} \mathcal{N}(\mu, \Sigma) + \frac{1}{2} \mathcal{N}(-\mu, \Sigma)}[f(x)] \tag{114}
\]
**Proof:**

Denote
\[
g(x) = f(x)(2\pi |\Sigma|^2)^{-\frac{d}{2}} \exp\left(-\frac{1}{2}(x - \mu)\Sigma^{-1}(x - \mu)\right) \tag{115}
\]
By some basic mathematical computation,
\[
E_{x \sim \mathcal{N}(\mu, \Sigma)}[f(x)] = \int_{x \in \mathbb{R}^d} g(x) dx = \int_{-\infty}^\infty \cdots \int_{-\infty}^\infty g(x_1, \ldots, x_d) dx_1 \cdots dx_d
\]
\[
= \int_{-\infty}^\infty \cdots \int_{-\infty}^\infty \int_{-\infty}^\infty g(x_1, x_2, \ldots, x_d) d(-x_1) dx_2 \cdots dx_d
\]
\[
= \int_{-\infty}^\infty \cdots \int_{-\infty}^\infty g(-x_1, x_2, \ldots, x_d) dx_1 dx_2 \cdots dx_d
\]
\[
= \int_{x \in \mathbb{R}^d} g(-x) dx
\]
\[
= \int_{x \in \mathbb{R}^d} f(x)(2\pi |\Sigma|^2)^{-\frac{d}{2}} \exp\left(-\frac{1}{2}(x + \mu)\Sigma^{-1}(x + \mu)\right)
\]
\[
= E_{x \sim \mathcal{N}(-\mu, \Sigma)}[f(x)] \tag{116}
\]
Therefore, we have
\[
E_{x \sim \mathcal{N}(\mu, \Sigma)}[f(x)] = E_{x \sim \frac{1}{2} \mathcal{N}(\mu, \Sigma) + \frac{1}{2} \mathcal{N}(-\mu, \Sigma)}[f(x)] \tag{117}
\]
Property 6. Under Gaussian Mixture Model \( x \sim \sum_{i=1}^{L} \lambda_i N(\mu_i, \Sigma_i) \) where \( \Sigma_i = \text{diag}(\sigma_{1i}^2, \cdots, \sigma_{di}^2) \), we have the following upper bound.

\[
\mathbb{E}_{x \sim \sum_{i=1}^{L} \lambda_i N(\mu_i, \Sigma_i)}[(u^\top x)^{2t}] \leq (2t - 1)!! \|u\|^{2t} \sum_{i=1}^{L} \lambda_i (\|\mu_i\| + \|\Sigma_i^{\frac{1}{2}}\|)^{2t}
\] (118)

Proof:
Note that

\[
\mathbb{E}_{x \sim \sum_{i=1}^{L} \lambda_i N(\mu_i, \Sigma_i)}[(u^\top x)^{2t}] = \sum_{i=1}^{L} \lambda_i \mathbb{E}_{x \sim N(\mu_i, \Sigma_i)}[(u^\top x)^{2t}] = \sum_{i=1}^{L} \lambda_i \mathbb{E}_{y \sim N(u^\top \mu_i, u^\top \Sigma_i u)}[y^{2t}],
\] (119)

where the last step is by that \( u^\top x \sim N(u^\top \mu, u^\top \Sigma u) \) for \( x \sim N(\mu_i, \Sigma_i) \). By some basic mathematical computation, we know

\[
\mathbb{E}_{y \sim N(u^\top \mu_i, u^\top \Sigma_i u)}[y^{2t}] = \int_{-\infty}^{\infty} (y - u^\top \mu_i + u^\top \mu_i)^{2t} \frac{1}{\sqrt{2\pi u^\top \Sigma_i u}} e^{-\frac{(y-u^\top \mu_i)^2}{2u^\top \Sigma_i u}} dy
\]

\[
= \int_{-\infty}^{\infty} \sum_{p=0}^{2t} \binom{2t}{p} (u^\top \mu_i)^{2t-p} (y-u^\top \mu_i)^p \frac{1}{\sqrt{2\pi u^\top \Sigma_i u}} e^{-\frac{(y-u^\top \mu_i)^2}{2u^\top \Sigma_i u}} dy
\]

\[
\leq \sum_{p=0}^{2t} \binom{2t}{p} |u^\top \mu_i|^{2t-p} (p-1)!! |u^\top \Sigma_i u|^{\frac{p}{2}}
\]

\[
\leq (2t - 1)!! |u^\top \mu_i| + |u^\top \Sigma_i u|^{\frac{1}{2}}
\]

\[
\leq (2t - 1)!! |u|^{2t} (\|\mu_i\| + \|\Sigma_i^{\frac{1}{2}}\|)^{2t}
\]

where the second step is by the Binomial theorem. Hence,

\[
\mathbb{E}_{x \sim \sum_{i=1}^{L} \lambda_i N(\mu_i, \Sigma_i)}[(u^\top x)^{2t}] \leq (2t - 1)!! \|u\|^{2t} \sum_{i=1}^{L} \lambda_i (\|\mu_i\| + \|\Sigma_i^{\frac{1}{2}}\|)^{2t}
\] (121)

Property 7. With the Gaussian Mixture Model, we have

\[
\mathbb{E}_{x \sim \sum_{i=1}^{L} \lambda_i N(\mu_i, \Sigma_i)}[|x|^{2t}] \leq d^t (2t - 1)!! \sum_{i=1}^{L} \lambda_i (\|\mu_i\| + \|\Sigma_i^{\frac{1}{2}}\|)^{2t}
\] (122)

Proof:
Therefore, the population risk function can be derived.

**Proof:**

In the 3rd step, we apply Jensen inequality because $f(x) = x^t$ is convex when $x \geq 0$ and $t \geq 1$. In the 4th step we apply the Binomial theorem and the result of k-order central moment of Gaussian variable.

**Property 8.** Under the Gaussian Mixture Model $x \sim \sum_{i=1}^{L} \lambda_i N(\mu_i, \Sigma_i)$ where $\Sigma_i = \Lambda_i^T D_i \Lambda_i$, we have the following upper bound:

$$E_{x \sim \sum_{i=1}^{L} \lambda_i N(\mu_i, \Sigma_i)}[\|u^T x\|^{2t}] \leq (2t-1)!! \|u\|^{2t} \sum_{l=1}^{L} \lambda_l (\|\mu_l\| + \|\Sigma_l^{\frac{1}{2}}\|)^{2t}$$

(124)

**Proof:**

If $x \sim N(\mu_i, \Sigma_i)$, then $u^T x \sim N(u^T \mu_i, u^T \Sigma_i u) = N((\Lambda_i u)^T \Lambda_i \mu_i, (\Lambda_i u)^T D_i (\Lambda_i u))$. By Property 6, we have

$$E_{x \sim N(\mu_i, \Sigma_i)}[\|u^T x\|^{2t}] \leq (2t-1)!! \|u\|^{2t} (\|\mu_l\| + \|\Sigma_l^{\frac{1}{2}}\|)^{2t}$$

(125)

Then we can derive the final result.

**Property 9.** The population risk function $\tilde{f}(W)$ is defined as

$$\tilde{f}(W) = E_{x \sim \sum_{i=1}^{L} \lambda_i N(\mu_i, \Sigma_i)}[f_n(W)]$$

$$= E_{x \sim \sum_{i=1}^{L} \lambda_i N(\mu_i, \Sigma_i)} \left[ \frac{1}{n} \sum_{i=1}^{n} f(W; x_i, y_i) \right]$$

(126)

For any permutation matrix $P$, where $\{\pi(j)\}_{j=1}^{K}$ is the indices permuted by $P$, we have

$$H(W P, x) = \frac{1}{K} \sum_{\pi(j)} \phi(w_{\pi(j)}^T x)$$

$$= \frac{1}{K} \sum_{j=1}^{K} \phi(w_j^T x)$$

(127)

Therefore,

$$\tilde{f}(W) = \tilde{f}(WP)$$

(128)
Based on (1) and (3), we can derive its gradient and Hessian as follows.

\[
\frac{\partial \ell(W; x, y)}{\partial w_j} = -\frac{1}{K} \frac{y - H(W)}{H(W)} \phi'(u_j^T x)x = \zeta(W) \cdot x
\]

(129)

\[
\frac{\partial^2 \ell(W; x, y)}{\partial w_j \partial w_l} = \xi_{j,l} \cdot xx^T
\]

(130)

\[
\xi_{j,l}(W) = \begin{cases} 
\frac{1}{K^2} \phi'(u_j^T x)\phi'(u_l^T x) \frac{H(W)^2 + y - y H(W)}{H^2(W)(1-H(W))^3}, & j \neq l \\
\frac{1}{K^2} \phi'(u_j^T x)\phi'(u_l^T x) \frac{H(W)^2 + y - y H(W)}{H^2(W)(1-H(W))^3} - \frac{1}{K} \phi''(u_j^T x) \frac{y - y H(W)}{H(W)(1-H(W))^3}, & j = l 
\end{cases}
\]

(131)

**Property 10.** With \(D_m(\Psi)\) defined in definition 2, we have

\[(i) \quad D_m(\Psi)D_{2m}(\Psi) \leq D_{3m}(\Psi)
\]

\[(ii) \quad (D_m(\Psi))^2 \leq D_{2m}(\Psi)
\]

(132)

(133)

**Proof:**

To prove (132), we can first compare the terms \(\sum_{i=1}^{L} \lambda_i a_i \sum_{i=1}^{L} \lambda_i a_i^2\) and \(\sum_{i=1}^{L} \lambda_i a_i^3\), where \(a_i \geq 1, \ i \in [L]\) and \(\sum_{i=1}^{L} \lambda_i = 1\).

\[
\sum_{i=1}^{L} \lambda_i a_i^3 - \sum_{i=1}^{L} \lambda_i a_i \sum_{i=1}^{L} \lambda_i a_i^2 = \sum_{i=1}^{L} \lambda_i a_i \cdot (a_i^2 - \sum_{j=1}^{L} \lambda_j a_j^2)
\]

\[
= \sum_{i=1}^{L} \lambda_i a_i \cdot ((1 - \lambda_i)a_i^2 - \sum_{1 \leq j \leq L, j \neq i} \lambda_j a_j^2)
\]

\[
= \sum_{i=1}^{L} \lambda_i a_i \cdot (\sum_{1 \leq j \leq L, j \neq i} \lambda_j a_j^2)
\]

\[
= \sum_{i=1}^{L} \lambda_i a_i \cdot (\sum_{1 \leq j \leq L, j \neq i} \lambda_j a_j^2)
\]

\[
= \sum_{1 \leq i,j \leq L, i \neq j} \lambda_i \lambda_j (a_i^2 - a_j^2)(a_i + a_j) \geq 0
\]

The second to last step is because we can find the pairwise terms \(\lambda_i a_i \cdot \lambda_j (a_i^2 - a_j^2)\) and \(\lambda_j a_j \cdot \lambda_i (a_i^2 - a_j^2)\) in the summation that can be put together. From (134), we can obtain

\[
\sum_{i=1}^{L} \lambda_i a_i \sum_{i=1}^{L} \lambda_i a_i^2 \leq \sum_{i=1}^{L} \lambda_i a_i^3
\]

(135)

Combining (135) and the definition of \(D_m(\Psi)\) in (2), we can derive (132).

Similarly, to prove (133), we can first compare the terms \((\sum_{i=1}^{L} \lambda_i a_i)^2\) and \(\sum_{i=1}^{L} \lambda_i a_i^2\), where \(a_i \geq 1, \ i \in [L]\) and \(\sum_{i=1}^{L} \lambda_i = 1\).

\[
\sum_{i=1}^{L} \lambda_i a_i^2 - (\sum_{i=1}^{L} \lambda_i a_i)^2 = \sum_{i=1}^{L} \lambda_i a_i \cdot (a_i - \sum_{j=1}^{L} \lambda_j a_j)
\]

\[
= \sum_{i=1}^{L} \lambda_i a_i \cdot ((1 - \lambda_i)a_i - \sum_{1 \leq j \leq L, j \neq i} \lambda_j a_j)
\]

\[
= \sum_{i=1}^{L} \lambda_i a_i \cdot (\sum_{1 \leq j \leq L, j \neq i} \lambda_j a_j)
\]

\[
= \sum_{1 \leq i,j \leq L, i \neq j} \lambda_i \lambda_j (a_i - a_j)^2 \geq 0
\]

(136)
To achieve that, one sufficient condition is that
\[ \text{the third inequality comes from the requirement to be in the region} \]
\[ B \]
where the first inequality follows from Lemma 2 and Lemma 3, we know that if
\[ \|W - W^*\| \leq r \]
\[ n \]
Combining (137) and the definition of \( D_n(\Psi) \) in (2), we can derive (133).

**K. Proof of Theorem 1 and Corollary 1**

Theorem 1 is built upon three lemmas.

**Lemma 1** shows that with \( O(dK^5 \log^2 d) \) samples, the empirical risk function is strongly convex in the neighborhood of \( W^* \).

**Lemma 2** shows that if initialized in the convex region, the gradient descent algorithm converges linearly to a critical point \( \hat{W}_n \), which is close to \( W^* \).

**Lemma 3** shows that the Tensor Initialization Method in Subroutine 1 initializes \( W_0 \in \mathbb{R}^{d \times K} \) in the local convex region. Theorem 1 follows naturally by combining these three lemmas.

This proving approach is built upon those in [28]. One of our major technical contributions is extending Lemmas 1 and 2 to the Gaussian mixture model, while the results in [28] only apply to Standard Gaussian models. The second major contribution is a new tensor initialization method for Gaussian mixture model such that the initial point is in the convex region (see Lemma 3). Both contributions require the development of new tools, and our analyses are much more involved than those for the standard Gaussian due to the complexity introduced by the Gaussian mixture model.

To present these lemmas, the Euclidean ball \( B(W^*P^*, r) \) is used to denote the neighborhood of \( W^*P^* \), where \( r \) is the radius of the ball.

\[ B(W^*P^*, r) = \{ W \in \mathbb{R}^{d \times K} : \| W - W^*P^* \|_F \leq r \} \]

The radius of the convex region is

\[ r := \Theta\left(\frac{C_3\epsilon_0 \cdot \sum_{l=1}^L \lambda_l \| \Sigma_l^{-1} \|^{-1} \cdot \rho(\frac{W^*P^* \mu}{\delta_K(W^* \mu)} \| \Sigma_l^{-1} \|^{-\frac{1}{2}} \cdot \delta_K(W^*)) \| \Sigma_l^{-1} \|^{-\frac{1}{2}})}{K^2 \left( \sum_{l=1}^L \lambda_l (\| \mu_l \| + \| \Sigma_l^{\frac{1}{2}} \|) 4 \sum_{l=1}^L \lambda_l (\| \mu_l \| + \| \Sigma_l^{\frac{1}{2}} \|) 8 \right)^{\frac{1}{2}}} \right) \]

with some constant \( C_3 > 0 \).

**Proof of Theorem 1**

From Lemma 2 and Lemma 3, we know that if \( n \) is sufficiently large such that the initialization \( W_0 \) by the tensor method is in the region \( B(W^*P, r) \), then the gradient descent method converges to a critical point \( \hat{W}_n \) that is sufficiently close to \( W^* \).

To achieve that, one sufficient condition is

\[ \| W_0 - W^*P^* \|_F \leq \sqrt{K} \| W_0 - W^*P^* \| \leq K^\frac{1}{2} \cdot \tau^6 \sqrt{D_0(\Psi)} \sqrt{\frac{d \log n}{n}} \| W^*P \| \]

\[ \leq \frac{C_3\epsilon_0 \Gamma(\Psi) \sigma_{\text{max}}^2}{K^2 \left( \sum_{l=1}^L \lambda_l (\| \mu_l \| + \| \Sigma_l^{\frac{1}{2}} \|) 4 \sum_{l=1}^L \lambda_l (\| \mu_l \| + \| \Sigma_l^{\frac{1}{2}} \|) 8 \right)^{\frac{1}{2}}} \]

where the first inequality follows from \( \| W \|_F \leq \sqrt{K} \| W \| \) for \( W \in \mathbb{R}^{d \times K} \), the second inequality comes from Lemma 3, and the third inequality comes from the requirement to be in the region \( B(W^*P, r) \). That is equivalent to the following condition

\[ n \geq C_0 \epsilon_0^2 \cdot \tau^{12} K^{12} \left( \sum_{l=1}^L \lambda_l (\| \mu_l \| + \| \Sigma_l^{\frac{1}{2}} \|)^4 \sum_{l=1}^L \lambda_l (\| \mu_l \| + \| \Sigma_l^{\frac{1}{2}} \|)^8 \right)^{\frac{1}{2}} \]

\[ \cdot (\delta_1(W^*))^2 D_6(\Psi) \Gamma(\Psi)^{-2} \sigma_{\text{max}}^4 \cdot d \log^2 d \]

where \( C_0 = \max\{C_4, C_5^{-2}\} \). By Definition 2, we can obtain

\[ \left( \sum_{l=1}^L \lambda_l (\| \mu_l \| + \| \Sigma_l^{\frac{1}{2}} \|)^4 \sum_{l=1}^L \lambda_l (\| \mu_l \| + \| \Sigma_l^{\frac{1}{2}} \|)^8 \right)^{\frac{1}{2}} \leq \sqrt{D_4(\Psi) D_8(\Psi)} \sigma_{\text{max}}^6 \]

From Property 10, we have that

\[ \sqrt{D_4(\Psi) D_8(\Psi)} D_6(\Psi) \leq \sqrt{D_{12}(\Psi) D_{12}(\Psi)} = D_{12}(\Psi) \]
Plugging (142), (143) into (141), we have

$$n \geq C_0 \epsilon_0^{-2} \cdot \kappa^{12} K_1^{14}(\sigma_{\text{max}} \delta_1(W^*))^2 \tau^2 \Gamma(\Psi)^{-2} D_1(\Psi) \cdot d \log^2 d$$  \hspace{1cm} (144)

Considering the requirements on the sample complexity in (15), (42), and (144), (144) shows a sufficient number of samples. Taking the union bound of all the failure probabilities in Lemma 1, and 3, (144) holds with probability $1 - d^{-10}$. By Property 3.4, $\rho(\frac{W^* - \mu_i}{\delta_k(W^*)}, \bar{\mu}_i, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ can be lower bounded by positive and monotonically decreasing functions $L_m(\frac{W^* - \mu_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ when everything else except $|\bar{\mu}_{(i)}|$ is fixed, or $L_s(\frac{W^* - \mu_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ when everything else except $||\Sigma_i^{-1}||$ is fixed. Then, by replacing the lower bound of $\rho(\frac{W^* - \mu_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ with these two functions in $\Gamma(\Psi)$, we have an upper bound of $(\sigma_{\text{max}} \delta_1(W^*))^2 \tau^2 \Gamma(\Psi)^{-2} D_1(\Psi)$, denoted as $B(\Psi)$.

To be more specific, when everything else except $|\bar{\mu}_{(i)}|$ is fixed, $L_m(\frac{(A_i W^*)^\top \bar{\mu}_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ is plugged in $B(\Psi)$. Then since that $D_1(\Psi)$ and $L_m(\frac{(A_i W^*)^\top \bar{\mu}_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ are both increasing function of $|\bar{\mu}_{(i)}|$, $B(\Psi)$ is an increasing function of $|\bar{\mu}_{(i)}|$. When everything else except $||\Sigma_i^{-1}||$ is fixed, if $||\Sigma_i^{-1}|| = \sigma_{\text{max}} > \zeta_s$, then $\sigma_{\text{max}}^2 D_1(\Psi)$ is an increasing function of $||\Sigma_i^{-1}||$. Since that $L_s(\frac{W^* - \mu_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ is a decreasing function, $L_s(\frac{W^* - \mu_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ is an increasing function of $||\Sigma_i^{-1}||$. Hence, $B(\Psi)$ is an increasing function of $||\Sigma_i^{-1}||$. Moreover, when all $||\Sigma_i^{-1}|| < \zeta_s$ and go to 0, two decreasing functions of $||\Sigma_i^{-1}||$, $\sigma_{\text{max}}^2 L_s(\frac{W^* - \mu_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ and $D_1(\Psi)$ will be the dominant term of $B(\Psi)$. Therefore, $B(\Psi)$ increases to infinity as all $||\Sigma_i^{-1}||$s go to 0. In sum, we can define a universe $B(\Psi)$ as:

$$B(\Psi) = \begin{cases} (\sigma_{\text{max}} \delta_1(W^*))^2 \tau^2 \left( \sum_{i=1}^{L} \frac{\lambda \| \Sigma_i^{-1} \|^{-1}}{\eta \sigma_{\text{max}}} \right) L_m(\frac{(A_i W^*)^\top \bar{\mu}_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})^{-2} & \text{if } S \text{ is fixed} \\ (\sigma_{\text{max}} \delta_1(W^*))^2 \tau^2 \left( \sum_{i=1}^{L} \frac{\lambda \| \Sigma_i^{-1} \|^{-1}}{\eta \sigma_{\text{max}}} \right) L_s(\frac{(A_i W^*)^\top \bar{\mu}_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})^{-2} & \text{if } M \text{ is fixed} \\ (\sigma_{\text{max}} \delta_1(W^*))^2 \tau^2 \left( \sum_{i=1}^{L} \frac{\lambda \| \Sigma_i^{-1} \|^{-1}}{\eta \sigma_{\text{max}}} \right) \rho(\frac{(A_i W^*)^\top \bar{\mu}_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})^{-2} & \text{if } D_1(\Psi) \text{ otherwise} \end{cases}$$

(145)

where $L_m$, $L_s$ and $D_1$ are defined in (84), (89) and Definition 2, respectively. Hence, we have

$$n \geq \rho(\epsilon_0^{-1}, \kappa, \eta, \tau K)B(\Psi) \cdot d \log^2 d$$

(146)

Similarly, by replacing $\rho(\frac{W^* - \mu_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ with $L_m(\frac{(A_i W^*)^\top \bar{\mu}_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ when everything else except $|\bar{\mu}_{(i)}|$ is fixed, or $L_s(\frac{W^* - \mu_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ for $||\Sigma_i^{-1}||^{-1} \geq 1$ when everything else except $||\Sigma_i^{-2}||$ is fixed, $|\bar{\mu}_{(i)}|$ can also be transferred to another feasible upper bound. We denote the modified version of the convergence rate as $v = 1 - K^{-2} q(\Psi)$. Since that $q(\Psi)$ is a ratio between the smallest and the largest singular value of $\nabla^2 f(W^*)$, we have $q(\Psi) \in (0, 1)$. Hence, we can obtain $1 - K^{-2} q(\Psi) \in (0, 1)$ by $K \geq 1$. When everything else except $|\bar{\mu}_{(i)}|$ is fixed, since that $L_m(\frac{(A_i W^*)^\top \bar{\mu}_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ is monotonically decreasing and $\sum_{i=1}^{L} \lambda(\| \mu_i \| + \| \Sigma_i^{-2} \|)^2$ is increasing as $|\bar{\mu}_{(i)}|$ increases, $v$ is an increasing function of $|\bar{\mu}_{(i)}|$ to 1. Similarly, when everything else except $||\Sigma_i^{-2}||$ is fixed $|\bar{\mu}_{(i)}|$ is fixed where $||\Sigma_i^{-2}|| \geq \max\{1, \zeta_s\}$, $\frac{1}{\sum_{i=1}^{L} \lambda(\| \mu_i \| + \| \Sigma_i^{-2} \|)^2}$ decreases to 0 as $||\Sigma_i||$ increases. We replace $\rho(\frac{W^* - \mu_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ by $|\bar{\mu}_{(i)}|$ and $L_s(\frac{W^* - \mu_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$ and then

$$||\Sigma_i^{-1}||^{-1}, \| \Sigma_i^{-1} \|^{-1} \cdot \frac{L_s(\frac{W^* - \mu_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})}{|\bar{\mu}_{(i)}|} = L_s(\frac{W^* - \mu_i}{\delta_k(W^*)} || \Sigma_i^{-1} ||^{-1/2}, \delta_k(W^*) || \Sigma_i^{-1} ||^{-1/2})$$

(147)
is an decreasing function less than \( \rho \left( \frac{W^\tau \mu_j}{\delta_K(W^\tau)\|\Sigma_j^{-1}\|^{-\frac{1}{2}}} \right) \). Therefore, \( v \) is an increasing function of \( \|\Sigma_j\| \) to 1 when \( \|\Sigma_j\| \geq \max \{1, \zeta_s\} \). When everything else except all \( \|\Sigma_j\| \leq \zeta_s \)'s go to 0, all \( L_s \left( \frac{W^\tau \mu_j}{\delta_K(W^\tau)\|\Sigma_j^{-1}\|^{-\frac{1}{2}}} \right) \), \( \delta_K(W^\tau)\|\Sigma_j^{-1}\|^{-\frac{1}{2}} \)'s will decrease and all \( \sum_{l=1}^L \lambda_l v(\|\mu_l\| + \|\Sigma_j\|) \) will increase to 1.

\( q(\Psi) \) can then be defined as

\[
q(\Psi) = \begin{cases} \\
\sum_{l=1}^L \lambda_l \left( \|\mu_l\| + \|\Sigma_j\| \right) \frac{L_s \left( \frac{W^\tau \mu_j}{\delta_K(W^\tau)\|\Sigma_j^{-1}\|^{-\frac{1}{2}}} \right)}{\Omega \left( \frac{\|\mu_l\|}{\delta_K(W^\tau)\|\Sigma_j^{-1}\|^{-\frac{1}{2}}} \right)}, & \text{if } S \text{ is fixed} \\
\sum_{l=1}^L \lambda_l \left( \|\mu_l\| + \|\Sigma_j\| \right) \frac{L_s \left( \frac{W^\tau \mu_j}{\delta_K(W^\tau)\|\Sigma_j^{-1}\|^{-\frac{1}{2}}} \right)}{\Omega \left( \frac{\|\mu_l\|}{\delta_K(W^\tau)\|\Sigma_j^{-1}\|^{-\frac{1}{2}}} \right)}, & \text{if } M \text{ is fixed and all } \|\Sigma_j\| \leq \zeta_s' \\
\sum_{l=1}^L \lambda_l \left( \|\mu_l\| + \|\Sigma_j\| \right) \frac{L_s \left( \frac{W^\tau \mu_j}{\delta_K(W^\tau)\|\Sigma_j^{-1}\|^{-\frac{1}{2}}} \right)}{\Omega \left( \frac{\|\mu_l\|}{\delta_K(W^\tau)\|\Sigma_j^{-1}\|^{-\frac{1}{2}}} \right)}, & \text{if } M \text{ is fixed and one } \|\Sigma_j\| \geq \max \{1, \zeta_s\} \\
\sum_{l=1}^L \lambda_l \left( \|\mu_l\| + \|\Sigma_j\| \right) \frac{L_s \left( \frac{W^\tau \mu_j}{\delta_K(W^\tau)\|\Sigma_j^{-1}\|^{-\frac{1}{2}}} \right)}{\Omega \left( \frac{\|\mu_l\|}{\delta_K(W^\tau)\|\Sigma_j^{-1}\|^{-\frac{1}{2}}} \right)}, & \text{otherwise}
\end{cases}
\]  

(148)

where \( r(\lambda_l, \mu_j, \Sigma_l, W^\tau) = \lambda_l \left( \|\mu_l\| + \|\Sigma_j\| \right) \rho \left( \frac{W^\tau \mu_j}{\|\Sigma_j^{-1}\|^{-\frac{1}{2}}} \right) \). Note that here the \( \rho(\cdot) \) function is defined in Definition 1. \( L_m(\cdot) \) and \( L_s(\cdot) \) are defined in (84) and (89), respectively.

The bound of \( \|W_n - W^\tau \cdot P\|_F \) is directly from (28). We can derive that

\[
\mathcal{E}_w(\Psi) = O \left( \frac{\sqrt{\sum_{j=1}^L \lambda_j \|\mu_l\| + \|\Sigma_j\|}^2}{\sum_{j=1}^L \lambda_j \|\Sigma_j^{-1}\|^{-1} \|\Sigma_j\|} \right) 
\]  

(149)

\[
\mathcal{E}(\Psi) = O \left( \frac{\sum_{j=1}^L \lambda_j \|\mu_l\| + \|\Sigma_j\|}{\sum_{j=1}^L \lambda_j \|\Sigma_j^{-1}\|^{-1} \|\Sigma_j\|} \right) 
\]  

(150)

\[
\mathcal{E}_l(\Psi) = O \left( \frac{\sqrt{\sum_{j=1}^L \lambda_j \|\mu_l\| + \|\Sigma_j\|}}{\sum_{j=1}^L \lambda_j \|\Sigma_j^{-1}\|^{-1} \|\Sigma_j\|} \right) 
\]  

(151)

The discussion of the monotonicity of \( \mathcal{E}_w(\Psi), \mathcal{E}(\Psi) \) and \( \mathcal{E}_l(\Psi) \) can follow the analysis of \( q(\Psi) \).

We finish our proof of Theorem 1 here. The parameters \( B(\Psi), q(\Psi), \mathcal{E}_w(\Psi), \mathcal{E}(\Psi), \) and \( \mathcal{E}_l(\Psi) \) can be found in (145), (148), (149), (150), and (151), respectively.

**Proof of Corollary 1:**

The monotonicity analysis has been included in the proof of Theorem 1. In this part, we specify our proof for the results in Table 1. For simplicity, we denote \( \rho_l = \rho \left( \frac{W^\tau \mu_j}{\|\Sigma_j^{-1}\|^{-\frac{1}{2}}} \right) \).

When everything else except \( \|\Sigma_j\| \) is fixed, and \( \|\Sigma_j\| = o(1) \), by some basic mathematical computation, then we have

\[
n_{sc} = C_0 \epsilon_0^2 \cdot \eta^2 \tau^2 \lambda^16 K_1^4 \left( \sum_{l=1}^L \lambda_l \|\mu_l\| + \|\Sigma_l\| \right)^4 \sum_{l=1}^L \lambda_l \|\mu_l\| + \|\Sigma_l\| \right)^{\frac{1}{2}} (\delta_1(W^\tau))^{2} D_0(q(\Psi)) \\
\lesssim \text{poly}(\epsilon_0^{-1}, \eta, \tau, \lambda, K, \delta_1(W^\tau)) \cdot \log^2 d \cdot O(\lambda_l \|\Sigma_l\|^{-1})^{-1} \|\Sigma_l\|^{-6}
\]  

(152)
\( v(\Psi) = 1 - \frac{1}{n} \sum_{i=1}^{L} \lambda_i \|\Sigma_{q^i}^{-1}\| \rho_i \)
\[ \leq 1 - \frac{\lambda_i}{K^2 \eta \kappa \tau K \Theta(\|\Sigma_i\|^3)} \] (153)

\[ \|\hat{W}_n - W^*P^*\|_F \leq O\left( \frac{K^2}{\sum_{i=1}^{L} \lambda_i \|\Sigma_{q^i}^{-1}\| \rho_i \delta_K(W^*)} \right) \cdot \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot O(1)} \] (154)

\[ \|f_i(W_t) - f_i(W^*)\| \leq \|W_t - W^*P^*\| (\|\mu_j\| + \|\Sigma_i\|^{\frac{1}{2}}) \]
\[ \leq O\left( \frac{\sum_{j=1}^{L} \lambda_j \|\Sigma_{q^j}^{-1}\| \rho_j \delta_j(K(W^*))}{\sum_{j=1}^{L} \lambda_j \|\Sigma_{q^j}^{-1}\| \rho_j \delta_j(K(W^*))} \right) \cdot \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot O(1)} \] (155)

The first inequality of (155) is by the Mean Value Theorem. The second inequality of (155) is from Property 8, and the third inequality is derived from (28, 29). The last inequality is obtained by the condition that \( \|\Sigma_i\| = o(1) \). We can similarly have

\[ f(W_t) \leq \|W_t - W^*P^*\| (\|\mu_j\| + \|\Sigma_i\|^{\frac{1}{2}}) \]
\[ \leq O\left( \frac{\sum_{j=1}^{L} \lambda_j \|\Sigma_{q^j}^{-1}\| \rho_j \delta_j(K(W^*))}{\sum_{j=1}^{L} \lambda_j \|\Sigma_{q^j}^{-1}\| \rho_j \delta_j(K(W^*))} \right) \cdot \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot O(1)} \] (156)

If \( \|\Sigma_i\|^{\frac{1}{2}} = \Omega(1) \), we have

\[ n_{sc} \leq \text{poly}(\varepsilon_0^{-1}, \eta, \tau, \kappa, K, \delta_1(W^*)) \cdot d \log d \cdot O(\|\Sigma_i\|^3) \] (157)

\[ v(\Psi) \leq 1 - \frac{1}{K^2 \tau K \Theta(1)} \cdot \frac{1}{\|\Sigma_i\|^3} \] (158)

\[ \|\hat{W}_n - W^*P^*\|_F \leq \text{poly}(\tau, \kappa, \delta_K(W^*)) \cdot \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot \|\Sigma_i\|} \] (159)

\[ f_i(W_t) \leq \text{poly}(\tau, \kappa, \delta_K(W^*)) \cdot \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot \|\Sigma_i\|} \] (160)

\[ f(W_t) \leq \text{poly}(\tau, \kappa, \delta_K(W^*)) \cdot \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot \|\Sigma_i\|} \] (161)

When everything is fixed except \( \|\mu_i\| \), by combining (15) and (141), we have

\[ n_{sc} \leq \text{poly}(\varepsilon_0^{-1}, \eta, \tau, \kappa, K, \delta_1(W^*)) \cdot d \log d \cdot \begin{cases} O(\|\mu_i\|^4), & \text{if } \|\mu_i\| \leq 1 \\ O(\|\mu_i\|^{12}), & \text{if } \|\mu_i\| \geq 1 \end{cases} \] (162)

\[ v(\Psi) \leq 1 - \frac{1}{K^2 \tau K \Theta(1)} \cdot \frac{1}{\|\mu_i\|^2} \] (163)

\[ \|\hat{W}_n - W^*P^*\|_F \leq \text{poly}(\tau, \kappa, \delta_K(W^*)) \cdot \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot (1 + \|\mu_i\|)} \] (164)
\begin{align}
\bar{f}_l(W_l) &\lesssim \operatorname{poly}(\eta, \tau, \kappa, \delta_1(W^*), \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot (1 + \|\mu\|^2)} ) 
\end{align}

\begin{align}
\bar{f}(W_l) &\lesssim \operatorname{poly}(\eta, \tau, \kappa, \delta_1(W^*)) \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot (1 + \|\mu\|^2)} 
\end{align}

When everything else is fixed except \(\lambda_1, \lambda_2, \ldots, \lambda_L\), where \(\|\Sigma_j\| = \Omega(1), j \in [L]\) and \(\|\mu_j\| = \|\mu_i\|, i, j \in [L]\), if \(\|\Sigma_i\| \leq \|\Sigma_j\|, j \in [L]\), we have

\begin{align}
n_{sc} &\lesssim \operatorname{poly}(\epsilon_0^{-1}, \eta, \kappa, K, \delta_1(W^*)) \cdot d \log d \cdot \left(\frac{a_1 \lambda_1^7 + a_2 \lambda_1^7 + a_3 \lambda_1 + a_4 \lambda_1^2 + a_5}{(\sum_{j=1}^L \lambda_j \rho_j)^2}\right) 
\leq &\operatorname{poly}(\epsilon_0^{-1}, \eta, \kappa, K, \delta_1(W^*)) \cdot d \log d \cdot \frac{a_5}{(\sum_{j=1}^L \lambda_j \rho_j)^2} 
\lesssim &\operatorname{poly}(\epsilon_0^{-1}, \eta, \kappa, K, \delta_1(W^*)) \cdot d \log d \cdot O((1 + \lambda_i)^{-2})
\end{align}

where \(a_1 = (\|\mu_i\| + \|\Sigma_i\|^{\frac{3}{2}})^2 / \|\Sigma_i\|^3, a_2 = (\|\mu_i\| + \|\Sigma_i\|^{\frac{3}{2}})^3 / \|\Sigma_i\|^3, a_3 = (\|\mu_i\| / \|\Sigma_i\|^{\frac{3}{2}} + 1)^6 (\sum_{j \neq i} \lambda_j (\|\mu_i\| + \|\Sigma_i\|^{\frac{3}{2}})^{\frac{3}{2}} / \|\Sigma_i\|^{\frac{3}{2}})^{\frac{3}{2}} + (\|\mu_i\| / \|\Sigma_i\|^{\frac{3}{2}} + 1)^6 (\sum_{j \neq i} \lambda_j (\|\mu_i\| + \|\Sigma_i\|^{\frac{3}{2}})^{\frac{3}{2}} / \|\Sigma_i\|^{\frac{3}{2}})^{\frac{3}{2}} + (\|\mu_i\| / \|\Sigma_i\|^{\frac{3}{2}} + 1)^6 (\sum_{j \neq i} \lambda_j (\|\mu_i\| + \|\Sigma_i\|^{\frac{3}{2}})^{\frac{3}{2}} / \|\Sigma_i\|^{\frac{3}{2}})^{\frac{3}{2}} + (\|\mu_i\| / \|\Sigma_i\|^{\frac{3}{2}} + 1)\). \) The second step of (167) is by \(a_i = O(a_5), i = 1, 2, 3, 4.\)

\begin{align}
v &\leq \frac{1}{K^2 \eta \tau K^2} \Theta\left(\frac{1}{1 + \lambda_i}\right) 
\end{align}

\begin{align}
\|\bar{W}_n - W^* P\|_F &\lesssim \operatorname{poly}(\eta, \kappa, \tau, \delta_1(W^*)) \cdot \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot O\left(\frac{1}{1 + \sqrt{\lambda_i}}\right)} 
\end{align}

\begin{align}
\bar{f}_l(W_l) &\leq \operatorname{poly}(\eta, \tau, \delta_1(W^*)) \cdot \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot O\left(\frac{1}{1 + \sqrt{\lambda_i}}\right)} 
\end{align}

\begin{align}
\bar{f}(W_l) &\leq \operatorname{poly}(\eta, \kappa, \tau, \delta_1(W^*)) \cdot \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot O\left(\frac{1}{1 + \lambda_i}\right)} 
\end{align}

If \(\|\Sigma_i\| \geq \|\Sigma_j\|, j \in [L]\), we can similarly derive that

\begin{align}
n_{sc} &\lesssim \operatorname{poly}(\epsilon_0^{-1}, \eta, \kappa, K, \delta_1(W^*)) \cdot d \log d \cdot \left(\frac{a_1 \lambda_1^7 + a_2 \lambda_1^7 + a_3 \lambda_1 + a_4 \lambda_1^2 + a_5}{(\sum_{j=1}^L \lambda_j \rho_j)^2}\right) 
\leq &\operatorname{poly}(\epsilon_0^{-1}, \eta, \kappa, K, \delta_1(W^*)) \cdot d \log d \cdot O((1 - \Theta((1 + \lambda_i)^{-2})) 
\leq &\operatorname{poly}(\epsilon_0^{-1}, \eta, \kappa, K, \delta_1(W^*)) \cdot d \log d \cdot \left(\frac{1}{K^2 \eta \tau K^2} \Theta\left(\frac{1}{1 + \lambda_i}\right)\right) 
\end{align}

\begin{align}
\|\bar{W}_n - W^* P\|_F &\lesssim \operatorname{poly}(\eta, \kappa, \tau, \delta_1(W^*)) \cdot \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot O(1 + \sqrt{\lambda_i})} 
\end{align}

\begin{align}
\bar{f}_l(W_l) &\leq \operatorname{poly}(\eta, \tau, \delta_1(W^*)) \cdot \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot O(1 + \sqrt{\lambda_i})} 
\end{align}

\begin{align}
\bar{f}(W_l) &\leq \operatorname{poly}(\eta, \kappa, \tau, \delta_1(W^*)) \cdot \sqrt{\frac{d \log n}{n} K^2 (1 + \xi) \cdot O\left(\frac{1}{1 + \lambda_i}\right)} 
\end{align}

L. Proof of Lemma 1 and its supportive lemmas

We first describe the proof of Lemma 1 in Section B2. The proofs of the supportive lemmas are provided in Section L1 to L5 in sequence. The proof idea mainly follows from [28]. Lemma 6 shows the Hessian \(\nabla^2 f(W)\) of the population risk function is smooth. Lemma 7 illustrates that \(\nabla^2 f(W)\) is strongly convex in the neighborhood around \(\mu^*\). Lemma 8 shows the Hessian of the empirical risk function \(\nabla^2 f_n(W)\) is close to its population risk \(\nabla^2 f(W)\) in the local convex region. Summing up these three lemmas, we can derive the proof of Lemma 1. Lemma 4 is used in the proof of Lemma 7. Lemma 5 is used in the proof of Lemma 8.

The analysis of the Hessian matrix of the population loss in [28] and [26] can not be extended to the Gaussian mixture model. To solve this problem, we develop new tools using some good properties of symmetric distribution and even function. Our approach can also be applied to other activations like tanh or erf. Moreover, if we directly apply the existing matrix
concentration inequalities in these works in bounding the error between the empirical loss and the population loss, the resulting sample complexity bound is loose and cannot reflect the influence of each component of the Gaussian mixture distribution. We develop a new version of Bernstein’s inequality (see (237)) so that the final bound is $O(d \log^2 d)$.

[83] showed that the landscape of the empirical risk is close to that of the population risk when the number of samples is sufficiently large for the special case that $K = 1$. Focusing on Gaussian mixture models, our result explicitly shows how the parameters of the input distribution, including the proportion, mean and, variance of each component will affect the error bound between the empirical loss and the population loss in Lemma 8.

1) Proof of Lemma 4: Following the proof idea in Lemma D.4 of [26], we have

$$E_{x \sim \frac{1}{2}N(\mu, I_d) + \frac{1}{2}N(-\mu, I_d)} \left[ \sum_{i=1}^{k} r_i^T x \cdot \phi'(\sigma \cdot x_i) \right] = A_0 + B_0$$

(177)

$$A_0 = E_{x \sim \frac{1}{2}N(\mu, I_d) + \frac{1}{2}N(-\mu, I_d)} \left[ \sum_{i=1}^{k} r_i^T x \cdot \phi'^2(\sigma \cdot x_i) \cdot x x^T r_i \right]$$

(178)

$$B_0 = E_{x \sim \frac{1}{2}N(\mu, I_d) + \frac{1}{2}N(-\mu, I_d)} \left[ \sum_{i \neq l} r_i^T \phi'(\sigma \cdot x_i) \phi'(\sigma \cdot x_l) \cdot x x^T r_l \right]$$

(179)

In $A_0$, we know that $E_{x \sim \frac{1}{2}N(\mu, I_d) + \frac{1}{2}N(-\mu, I_d)} x_j = 0$. Therefore, by some basic mathematical computation,

$$A_0 = \sum_{i=1}^{k} E_{x \sim \frac{1}{2}N(\mu, I_d) + \frac{1}{2}N(-\mu, I_d)} \left[ r_i^T \left( \phi'^2(\sigma \cdot x_i) \left( x_i^T e_i e_i^T + \sum_{j \neq i} x_i x_j (e_i e_j^T) \right) r_i \right) \right]$$

(180)

$$= \sum_{i=1}^{k} E_{x \sim \frac{1}{2}N(\mu, I_d) + \frac{1}{2}N(-\mu, I_d)} \left[ r_i^T \left( \phi'^2(\sigma \cdot x_i) \left( x_i^T e_i e_i^T + \sum_{j \neq i} x_j x_i (e_i e_j^T) \right) r_i \right) \right]$$

In $B_0$, $\alpha_1(i, \mu, \sigma) = E_{x \sim \frac{1}{2}N(\mu, I_d) + \frac{1}{2}N(-\mu, I_d)} (x_i \phi'(x_i)) = 0$. By the equation in Page 30 of [26], we have

$$B_0 = \sum_{i \neq l} \sum_{i=1}^{k} E_{x \sim \frac{1}{2}N(\mu, I_d) + \frac{1}{2}N(-\mu, I_d)} \left[ r_i^T \left( \phi'(\sigma \cdot x_i) \phi'(\sigma \cdot x_l) \left( x_i^T e_i e_i^T + x_l^T e_l e_l^T + x_i x_l (e_i e_l^T) \right) \right) r_l \right]$$

(181)

$$= \sum_{i \neq l} r_{il} r_{il} \alpha_2(i, \mu, \sigma) \alpha_0(l, \mu, \sigma) + \sum_{i \neq l} r_{il} r_{ij} \alpha_0(i, \mu, \sigma) \alpha_0(l, \mu, \sigma)(1 + \mu_i^2)$$

Therefore,

$$A_0 + B_0 = \sum_{i=1}^{k} \left( \frac{\alpha_2(i, \mu, \sigma)}{\sqrt{1 + \mu_i^2}} + \sum_{i \neq l} \alpha_0(l, \mu, \sigma) \sqrt{1 + \mu_i^2} \right)^2 - \sum_{i=1}^{k} \frac{\alpha_2^2(i, \mu, \sigma)}{1 + \mu_i^2}$$

$$- \sum_{i=1}^{k} \sum_{l \neq i} r_{il}^2 \alpha_0(l, \mu, \sigma)^2 (1 + \mu_i^2) + \sum_{i=1}^{k} r_{ii}^2 \beta_2(i, \mu, \sigma) + \sum_{i=1}^{k} \sum_{j \neq i} r_{ij}^2 \beta_0(i, \mu, \sigma)(1 + \mu_i^2)$$

(182)

$$\geq \sum_{i=1}^{k} r_{ii}^2 \left( \beta_2(i, \mu, \sigma) - \frac{\alpha_0^2(i, \mu, \sigma)}{1 + \mu_i^2} \right) + \sum_{i=1}^{k} \sum_{j \neq i} r_{ij}^2 \left( \beta_0(i, \mu, \sigma) - \alpha_0^2(i, \mu, \sigma) \right)(1 + \mu_i^2)$$

$$\geq \rho(\mu, \sigma) ||R||_F^2$$
2) **Proof of Lemma 5:** Following the equation (92) in Lemma 8 of [28] and by (131)

\[ ||\nabla^2 \ell(W) - \nabla^2 \ell(W')|| \leq \sum_{j=1}^{K} \sum_{i=1}^{K} |\xi_{j,i}(W) - \xi_{j,i}(W')| \cdot ||x|| \]

By Lagrange’s inequality, we have

\[ |\xi_{j,i}(W) - \xi_{j,i}(W')| \leq \left( \frac{\max_k |T_{j,k,l}| \cdot \|x\| \cdot \sqrt{K}}{\|W-W'\|_F} \right) \]

From Lemma 6, we know

\[ \max_k |T_{j,k,l}| \leq C_7 \]

By Property 7, we have

\[ \mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_i N(\mu_i,\Sigma_i)}[||x||^2 t] \leq d^t (2t - 1)! \sum_{l=1}^{L} \lambda_i (||\mu_i||_\infty + ||\Sigma_i||)^{2t} \]

Therefore, for some constant $C_1 > 0$

\[ \mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_i N(\mu_i,\Sigma_i)} \left[ \sup_{W \neq W'} \frac{||\nabla^2 \ell(W) - \nabla^2 \ell(W')||}{||W-W'||_F} \right] \leq K^{2.5} \mathbb{E}[||x||^2 t] \]

\[ \leq K^{2.5} \sum_{l=1}^{L} \lambda_l (||\mu_l||_\infty + ||\Sigma_l||)^2 \sum_{l=1}^{L} \lambda_l (||\mu_l||_\infty + ||\Sigma_l||)^4 \]

\[ = C_1 \cdot d^t K^{2.5} \sum_{l=1}^{L} \lambda_l (||\mu_l||_\infty + ||\Sigma_l||)^2 \sum_{l=1}^{L} \lambda_l (||\mu_l||_\infty + ||\Sigma_l||)^4 \]

3) **Proof of Lemma 6:** Let $a = (a_1^\top, \ldots, a_K^\top)^\top \in \mathbb{R}^{dK}$. Let $\Delta_{j,l} \in \mathbb{R}^{d \times d}$ be the $(j,l)$-th block of $\nabla^2 \bar{f}(W) - \nabla^2 \bar{f}(W^* P) \in \mathbb{R}^{dK \times dK}$. By definition,

\[ ||\nabla^2 \bar{f}(W) - \nabla^2 \bar{f}(W^* P)|| \leq \max \sum_{l=1}^{K} \sum_{l=1}^{K} a_j^\top \Delta_{j,l} a_l \]

Denote $P = (p_1, \ldots, p_K) \in \mathbb{R}^{K \times K}$. By the mean value theorem and (131),

\[ \Delta_{j,l} = \frac{\partial^2 \bar{f}(W)}{\partial w_{j,l}} - \frac{\partial^2 \bar{f}(W^* P)}{\partial w_{j,l}} = \mathbb{E}_{x \sim \sum_{l=1}^{K} \lambda_i N(\mu_i,\sigma_i^2 I_4)}[(\xi_{j,l}(W) - \xi_{j,l}(W^* P)) \cdot xx^\top] \]

\[ = \mathbb{E}_{x \sim \sum_{l=1}^{K} \lambda_i N(\mu_i,\Sigma_i)} \sum_{k=1}^{K} \left( \frac{\partial^2 \bar{f}(W^* P)}{\partial w_{k,l}} \cdot w_k - W^* p_k \right) \cdot xx^\top \]

\[ = \mathbb{E}_{x \sim \sum_{l=1}^{K} \lambda_i N(\mu_i,\Sigma_i)} \sum_{k=1}^{K} (T_{j,k,l} \cdot w_k - W^* p_k) \cdot xx^\top \]

where $W' = \gamma W + (1 - \gamma) W^* P$ for some $\gamma \in (0,1)$ and $T_{j,k,l}$ is defined such that $\frac{\partial^2 \bar{f}(W^* P)}{\partial w_{k,l}} = T_{j,k,l} \cdot x \in \mathbb{R}^d$. Then we provide an upper bound for $\xi_{j,l}$. Since that $y = 1$ or 0, we first compute the case in which $y = 1$. From (131) we can obtain

\[ \xi_{j,l}(W) = \left\{ \begin{array}{ll} \frac{1}{K} \phi'(w_j^T x) \cdot \frac{1}{H^2(W)} \cdot \frac{1}{\phi'(w_j^T x)} \phi'(w_j^T x) \cdot \phi'(w_j^T x) \cdot \phi(w_j^T x) \cdot \phi(w_j^T x) - \frac{1}{K} \phi''(w_j^T x) \cdot \frac{1}{H(W)} \phi(w_j^T x) \end{array} \right\} \]

(190)

We can bound $\xi_{j,l}(W)$ by bounding each component of (190). Note that we have

\[ \frac{1}{K^2} \phi'(w_j^T x) \cdot \frac{1}{H^2(W)} \leq \frac{1}{K^2} \phi'(w_j^T x) \phi'(w_j^T x) (1 - \phi(w_j^T x)) (1 - \phi(w_j^T x)) \leq 1 \]

(191)

\[ \frac{1}{K^2} \phi''(w_j^T x) \cdot \frac{1}{H(W)} \leq \frac{1}{K} \phi'(w_j^T x) (1 - \phi(w_j^T x)) (1 - 2\phi(w_j^T x)) \leq 1 \]

(192)

where (191) holds for any $j,l \in [K]$. The case $y = 0$ can be computed with the same upper bound by substituting $(1 - H(W)) = \frac{1}{K} \sum_{j=1}^{K} (1 - \phi(w_j^T x))$ for $H(W)$ in (190), (191) and (192). Therefore, there exists a constant $C_8 > 0$, such that

\[ ||\xi_{j,l}(W)|| \leq C_8 \]

(193)
We then need to calculate \( T_{j,l,k} \). Following the analysis of \( \xi_{j,l}(W) \), we only consider the case of \( y = 1 \) here for simplicity.

\[
T_{j,l,k} = -\frac{2}{K^3 H^3(W)} \phi'(w_j^T x) \phi'(w_k^T x) \phi'(w_l^T x), \quad \text{where} \ j, l, k \text{ are not equal to each other (194)}
\]

\[
T_{j,j,k} = \begin{cases} 
\frac{-2}{K^3 H^3(W)} \phi'(w_j^T x) \phi'(w_j^T x) \phi'(w_k^T x) + \frac{1}{K^3 H^3(W)} \phi''(w_j^T x) \phi'(w_k^T x), & j \neq k \\
\frac{3}{K^3 H^3(W)} \phi''(w_j^T x) \phi'(w_j^T x), & j = k
\end{cases} \quad \text{where} \ j, l, k \text{ are not equal to each other (195)}
\]

\[
a_j^T \Delta_{j,l} a_l = E_{x \sim N(\mu, \Sigma)} \left[ \sum_{k=1}^{K} T_{j,l,k} \langle x, w_k - W^* p_k \rangle \cdot (a_j^T x)(a_l^T x) \right]
\]

\[
\leq \left| \sum_{k=1}^{K} T_{j,l,k} \right| \cdot \sum_{k=1}^{K} \mathbb{E} \left[ (\langle x, w_k - W^* p_k \rangle)(a_j^T x)(a_l^T x) \right]^2
\]

\[
\leq C_8 \left( \sum_{k=1}^{K} \mathbb{E} \left[ (\langle x, w_k - W^* p_k \rangle)^4 \cdot (a_j^T x)^4(a_l^T x)^4 \right] \right)^{\frac{1}{4}}
\]

for some constant \( C_8 > 0 \). All the three inequalities of (196) are derived from Cauchy-Schwarz inequality. Note that we have

\[
\left| -\frac{2}{K^3 H^3(W)} \phi'(w_j^T x) \phi'(w_k^T x) \phi'(w_l^T x) \right| \leq \frac{2\phi^2(w_j^T x)(1 - \phi(w_j^T x))^2 \phi(w_k^T x)(1 - \phi(w_k^T x))}{K^3 H^3(W)} \leq 2(1 - \phi(w_j^T x))^2(1 - \phi(w_k^T x)) \leq 2
\]

\[
\left| -\frac{3}{K^3 H^3(W)} \phi''(w_j^T x) \phi'(w_k^T x) \phi'(w_l^T x) \phi'(w_k^T x) \right| \leq \frac{3(1 - \phi(w_j^T x))(1 - 2\phi(w_j^T x)) \phi(w_k^T x)(1 - \phi(w_k^T x))}{K^3 H^3(W)} \leq 3
\]

\[
\left| -\frac{\phi''(w_j^T x) \phi'(w_k^T x)}{K^3 H^3(W)} \right| \leq \frac{\phi(w_j^T x)(1 - \phi(w_j^T x))(1 - 6\phi(w_j^T x) + 6\phi^2(w_j^T x))}{K^3 H^3(W)} \leq 1
\]

Therefore, by combining (194), (195) and (197) to (200), we have

\[
|T_{j,l,k}| \leq C_7 \Rightarrow T_{j,l,k}^2 \leq C_7^2, \forall j, l, k \in [K],
\]

for some constants \( C_7 > 0 \). By (188), (189), (196), (201) and the Cauchy-Schwarz’s Inequality, we have

\[
\| \nabla^2 \tilde{f}(W) - \nabla^2 \tilde{f}(W^* P) \|
\]

\[
\leq C_8 \sqrt{C_7^2 K} \| W - W^* P \|_F \left( \sum_{l=1}^{L} \lambda_l(\| \mu_l \| + \| \Sigma_l^\frac{1}{2} \|)^4 \sum_{l=1}^{L} \lambda_l(\| \mu_l \| + \| \Sigma_l^\frac{1}{2} \|)^8 \right)^{\frac{1}{2}}
\]

\[
\cdot \max_{|a| = 1} \sum_{j=1}^{K} \sum_{l=1}^{K} \| a_j \| \| a_l \|_2^2
\]

\[
\leq C_8 \sqrt{C_7^2 K} \cdot \| W - W^* P \|_F \cdot \left( \sum_{l=1}^{L} \lambda_l(\| \mu_l \| + \| \Sigma_l^\frac{1}{2} \|)^4 \sum_{l=1}^{L} \lambda_l(\| \mu_l \| + \| \Sigma_l^\frac{1}{2} \|)^8 \right)^{\frac{1}{2}} \cdot \left( \sum_{j=1}^{K} \| a_j \| \right)^2
\]

\[
\leq C_8 \sqrt{C_7^2 K^3} \cdot \| W - W^* P \|_F \cdot \left( \sum_{l=1}^{L} \lambda_l(\| \mu_l \| + \| \Sigma_l^\frac{1}{2} \|)^4 \sum_{l=1}^{L} \lambda_l(\| \mu_l \| + \| \Sigma_l^\frac{1}{2} \|)^8 \right)^{\frac{1}{2}}
\]
Hence, we have
\[
\|\nabla^2 \tilde{f}(W) - \nabla^2 \tilde{f}(W^*P)\| \\
\leq C_5 K \frac{3}{2} \left( \sum_{l=1}^{L} \lambda_l (\|\mu_l\| + \|\Sigma_l^\frac{1}{2}\|)^4 \sum_{l=1}^{L} \lambda_l (\|\mu_l\| + \|\Sigma_l^\frac{1}{2}\|)^5 \right)^{\frac{1}{2}} \|W - W^*P\|_F
\]
(203)
for some constant $C_5 > 0$.

4) Proof of Lemma 7: From [28], we know
\[
\nabla^2 \tilde{f}(W^*P) \geq \min_{||a||=1} \frac{4}{K^2} \mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_l N(\mu_l, \Sigma_l)} \left[ \left( \sum_{j=1}^{K} \phi'(w_{\pi^*(j)}^\top x)(a_{\pi^*(j)}^\top x) \right)^2 \right] \cdot I_d K
\]
\[
= \min_{||a||=1} \frac{4}{K^2} \mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_l N(\mu_l, \Sigma_l)} \left[ \left( \sum_{j=1}^{K} \phi'(w_{j}^\top x)(a_j^\top x) \right)^2 \right] \cdot I_d K
\]
(204)
with $a = (a_1^\top, \cdots, a_K^\top) \in \mathbb{R}^{dK}$, where $P$ is a specific permutation matrix and \{\pi^*(j)\}_{j=1}^{K}$ is the indices permuted by $P$. Similarly,
\[
\nabla^2 \tilde{f}(W^*P) \leq \left( \max_{||a||=1} a^\top \nabla^2 \tilde{f}(W^*)a \right) \cdot I_d K \leq C_4 \cdot \max_{||a||=1} \mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_l N(\mu_l, \Sigma_l)} \left[ \sum_{j=1}^{K} (a_j^\top x)^2 \right] \cdot I_d K
\]
\[
= C_4 \cdot \max_{||a||=1} \mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_l N(\mu_l, \Sigma_l)} \left[ \sum_{j=1}^{K} (a_j^\top x)^2 \right] \cdot I_d K
\]
(205)
for some constant $C_4 > 0$. By applying Property 8, we can derive the upper bound in (205) as
\[
C_4 \cdot \mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_l N(\mu_l, \Sigma_l)} \left[ \sum_{j=1}^{K} (a_j^\top x)^2 \right] \cdot I_d K \leq C_4 \cdot \sum_{l=1}^{L} \lambda_l (\|\mu_l\| + \|\Sigma_l^\frac{1}{2}\|)^2 \cdot I_d K
\]
(206)
To find a lower bound for (204), we can first transfer the expectation of the Gaussian Mixture Model to the weight sum of the expectations over general Gaussian distributions.
\[
\min_{||a||=1} \mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_l N(\mu_l, \Sigma_l)} \left[ \left( \sum_{j=1}^{K} \phi'(w_j^\top x)(a_j^\top x) \right)^2 \right]
\]
(207)
\[
= \min_{||a||=1} \sum_{l=1}^{L} \lambda_l \mathbb{E}_{x \sim N(\mu_l, \Sigma_l)} \left[ \left( \sum_{j=1}^{K} \phi'(w_{j}^\top x)(a_j^\top x) \right)^2 \right]
\]
Denote $U \in \mathbb{R}^{d \times K}$ as the orthogonal basis of $W^*$. For any vector $a_i \in \mathbb{R}^{d}$, there exists two vectors $b_i \in \mathbb{R}^K$ and $c_i \in \mathbb{R}^{d-K}$ such that
\[
a_i = Ub_i + U_{\perp} c_i
\]
(208)
where $U_{\perp} \in \mathbb{R}^{d \times (d-K)}$ denotes the complement of $U$. We also have $U_{\perp} \mu_l = 0$ by Property 1. Plugging (208) into RHS of (207), and then we have
\[
\mathbb{E}_{x \sim N(\mu_l, \Sigma_l)} \left[ \left( \sum_{i=1}^{K} a_i^\top x \cdot \phi'(w_{i}^\top x) \right)^2 \right]
\]
\[
= \mathbb{E}_{x \sim N(\mu_l, \Sigma_l)} \left[ \left( \sum_{i=1}^{K} (Ub_i + U_{\perp} c_i)^\top x \cdot \phi'(w_{i}^\top x) \right)^2 \right] = A + B + C
\]
\[
A = \mathbb{E}_{x \sim N(\mu_l, \Sigma_l)} \left[ \left( \sum_{i=1}^{K} b_i^\top U^\top x \cdot \phi'(w_{i}^\top x) \right)^2 \right]
\]
(209)
\[
C = \mathbb{E}_{x \sim \mathcal{N}(\mu, \Sigma)} \left[ 2 \left( \sum_{i=1}^{K} c_i^T U_i^T x \cdot \phi'(w_i^T x) \right) \cdot \left( \sum_{i=1}^{K} b_i^T U_i^T x \cdot \phi'(w_i^T x) \right) \right]
\]
\[
= \sum_{i=1}^{K} \sum_{j=1}^{K} \mathbb{E}_{x \sim \mathcal{N}(\mu_i, \Sigma)} \left[ 2c_i^T U_i^T x \right] \mathbb{E}_{x \sim \mathcal{N}(\mu_j, \Sigma)} \left[ b_j^T U_j^T x \cdot \phi'(w_i^T x) \phi'(w_j^T x) \right]
\]
\[
= \sum_{i=1}^{K} \sum_{j=1}^{K} \left[ 2c_i^T U_i^T \mu_i \right] \mathbb{E}_{x \sim \mathcal{N}(\mu_j, \Sigma)} \left[ b_j^T U_j^T x \cdot \phi'(w_i^T x) \phi'(w_j^T x) \right] = 0
\]  

(211)

where the last step is by \( U_i^T \mu_i = 0 \) by Property 1.

\[
B = \mathbb{E}_{x \sim \mathcal{N}(\mu_i, \Sigma_i)} \left[ \left( \sum_{i=1}^{K} c_i^T U_i^T x \cdot \phi'(w_i^T x) \right)^2 \right]
\]
\[
= \mathbb{E}_{x \sim \mathcal{N}(\mu_i, \Sigma_i)} \left[ (t^T s)^2 \right] \quad \text{by defining } t = \sum_{i=1}^{k} \phi'(w_i^T x)c_i \in \mathbb{R}^{d-K} \text{ and } s = U_i^T x
\]
\[
= \sum_{i=1}^{K} \mathbb{E}[t_i^2 s_i^2] + \sum_{i \neq j} \mathbb{E}[t_i t_j s_i s_j]
\]
\[
= \sum_{i=1}^{K} \mathbb{E}[t_i^2] \sum_{k=1}^{d} (U_i)_{ik}^2 \sigma_i^2 + \left( \sum_{i=1}^{K} \mathbb{E}[t_i^2] \right) (U_i^T \mu_i)_i \cdot (U_i^T \mu_i)_i + \sum_{i \neq j} \mathbb{E}[t_i t_j] \left( U_i^T \mu_i \right)_i \cdot \left( U_j^T \mu_j \right)_j
\]
\[
= \sum_{i=1}^{d-K} t_i^2 \sum_{k=1}^{d} (U_i)_{ik}^2 \sigma_i^2 + \mathbb{E}[t^T U_i^T \mu_i]^2 = \mathbb{E} \left[ \sum_{i=1}^{d-K} t_i^2 \sum_{k=1}^{d} (U_i)_{ik}^2 \sigma_i^2 \right]
\]  

(212)

The last step is by \( U_i^T \mu_i = 0 \). The 4th step is because that \( s_i \) is independent of \( t_i \), thus \( \mathbb{E}[t_i t_j s_i s_j] = \mathbb{E}[t_i t_j] \mathbb{E}[s_i s_j] \)

\[
\mathbb{E}[s_i s_j] = \begin{cases} 
(U_i^T \mu_i)_i \cdot (U_j^T \mu_j)_j, & \text{if } i \neq j \\
(U_i^T \mu_i)_i^2 + \sum_{k=1}^{d} (U_i)_{ik}^2 \sigma_i^2, & \text{if } i = j 
\end{cases} 
\]  

(213)

Since \( \left( \sum_{i=1}^{k} r_i^T x \cdot \phi'(\sigma \cdot x_i) \right)^2 \) is an even function for any \( r_i \in \mathbb{R}^d, i \in [k] \), so from Property 5 we have

\[
\mathbb{E}_{x \sim \mathcal{N}(\mu_i, \Sigma_i)} \left[ \sum_{i=1}^{k} r_i^T x \cdot \phi'(\sigma \cdot x_i) \right]^2 = \mathbb{E}_{x \sim \mathcal{N}(\mu_i, \Sigma_i)} \left[ \sum_{i=1}^{k} r_i^T x \cdot \phi'(\sigma \cdot x_i) \right] \mathbb{E}_{x \sim \mathcal{N}(\mu_i, \Sigma_i)} \left[ \sum_{i=1}^{k} r_i^T x \cdot \phi'(\sigma \cdot x_i) \right] \]

(214)

Combining Lemma 4 and Property 5, we next follow the derivation for the standard Gaussian distribution in Page 36 of [26] and generalize the result to a Gaussian distribution with an arbitrary mean and variance as follows.
\[ A = \mathbb{E}_{x \sim \mathcal{N}(\mu, \Sigma)} \left[ \left( \sum_{i=1}^{K} b_i^T U^T x \cdot \phi'(w_i^T x) \right)^2 \right] \]

\[ \geq \int (2\pi)^{-\frac{K}{2}} |U^T \Sigma U|^{-\frac{1}{2}} \left[ \left( \sum_{i=1}^{K} b_i^T (v_i^T z) \right)^2 \right] \exp \left( -\frac{1}{2} \Sigma_i^{-1} \| z - U^T \mu \|^2 \right) dz \]

\[ \geq \int (2\pi)^{-\frac{K}{2}} |U^T \Sigma U|^{-\frac{1}{2}} \left[ \left( \sum_{i=1}^{K} b_i^T V^T s \cdot \phi'(s_i) \right)^2 \right] \exp \left( -\frac{1}{2} \Sigma_i^{-1} \| V^T s - U^T \mu \|^2 \right) \left| \det(V^T) \right| ds \]

\[ \geq \int (2\pi)^{-\frac{K}{2}} |U^T \Sigma U|^{-\frac{1}{2}} \left[ \left( \sum_{i=1}^{K} b_i^T V^T s \cdot \phi'(s_i) \right)^2 \right] \exp \left( -\frac{1}{2} \Sigma_i^{-1} \| s - V^T U^T \mu \|^2 \right) \left| \det(V^T) \right| ds \]

\[ \geq \int (2\pi)^{-\frac{K}{2}} |U^T \Sigma U|^{-\frac{1}{2}} \left[ \left( \sum_{i=1}^{K} b_i^T V^T (\delta_K(W^*)) \| \Sigma_i^{-1} \|^{-\frac{1}{2}} \right) g \cdot \phi'(\delta_K(W^*)) \| \Sigma_i^{-1} \|^{-\frac{1}{2}} \cdot g_i \right)^2 \right] \]

\[ \cdot \exp \left( -\frac{\| g - \sqrt{\frac{1}{\eta} \Sigma_i^{-1} \| W^T \mu_i \|^2} \|}{2} \frac{\| \Sigma_i^{-1} \|^{-\frac{1}{2}} \| \Sigma_i^{-1} \|^{-\frac{1}{2}} \delta_K(W^*)}{\| g \|} \right) \left| \det(V^T) \right| \left| \Sigma_i^{-1} \right|^{-\frac{1}{2}} \cdot \left. \delta_K(W^*) \right| \| b \|^2. \]

The third step is by letting \( z = U^T x \sim \mathcal{N}(U^T \mu, U^T \Sigma U) \), \( y^T U^T \Sigma_i^{-1} U \) \( y \leq \| \Sigma_i^{-1} \| \| y \| ^2 \) for any \( y \in \mathbb{R}^K \). The last step is by letting \( s = V^T z \). The last inequality is by Lemma 4. Similarly, we extend the derivation in Page 37 of [26] for the standard Gaussian distribution to a general Gaussian distribution as follows.

\[ B = \frac{1}{d} \sum_{k=1}^{d} (U_+)^2 \sigma^2 \mathbb{E}_{x \sim \mathcal{N}(\mu, \Sigma)} \| t \|^2 \geq \frac{\| \Sigma_i^{-1} \|^{-1}}{\eta \tau K^2} \rho(\frac{W^T \mu_i}{\| \Sigma_i^{-1} \|^{-\frac{1}{2}} \delta_K(W^*)}, \| \Sigma_i^{-1} \|^{-\frac{1}{2}} \delta_K(W^*)) \| c \|^2 \]

Combining (209) - (212), (215) and (216), we have

\[ \min_{|a| = 1} \mathbb{E}_{x \sim \mathcal{N}(\mu, \Sigma)} \left[ \left( \sum_{i=1}^{K} a_i^T x \cdot \phi'(w_i^T x) \right)^2 \right] \geq \frac{\| \Sigma_i^{-1} \|^{-1}}{\eta \tau K^2} \rho(\frac{W^T \mu_i}{\| \Sigma_i^{-1} \|^{-\frac{1}{2}} \delta_K(W^*)}, \| \Sigma_i^{-1} \|^{-\frac{1}{2}} \delta_K(W^*)) \| c \|^2. \]

For the Gaussian Mixture Model \( x \sim \sum_{l=1}^{L} \mathcal{N}(\mu_l, \Sigma_l) \), we have

\[ \min_{|a| = 1} = \mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_l \mathcal{N}(\mu_l, \Sigma_l)} \left[ \left( \sum_{i=1}^{K} a_i^T x \cdot \phi'(w_i^T x) \right)^2 \right] \geq \frac{\| \Sigma_l^{-1} \|^{-1}}{\eta \tau K^2} \rho(\frac{W^T \mu_l}{\| \Sigma_l^{-1} \|^{-\frac{1}{2}} \delta_K(W^*)}, \| \Sigma_l^{-1} \|^{-\frac{1}{2}} \delta_K(W^*)) \| c \|^2. \]

Therefore,

\[ \frac{4}{K^2} \sum_{l=1}^{L} \lambda_l \frac{\| \Sigma_l^{-1} \|^{-1}}{\eta \tau K^2} \rho(\frac{W^T \mu_l}{\| \Sigma_l^{-1} \|^{-\frac{1}{2}} \delta_K(W^*)}, \| \Sigma_l^{-1} \|^{-\frac{1}{2}} \delta_K(W^*)) \| c \|^2 \cdot I_dK \]

From (19) in Lemma 6, since that we have the condition \( \| W - W^* P \|_F \leq r \) and (139), we can obtain

\[ \| \nabla^2 \tilde{f}(W^*) - \nabla^2 \tilde{f}(W^* P) \| \leq C_2 \| W - W^* P \|_F \]

\[ \leq C_2 \frac{2}{K^2} \left( \sum_{l=1}^{L} \lambda_l (\| \mu_l \| + \| \Sigma_l^2 \|)^4 \sum_{l=1}^{L} \lambda_l (\| \mu_l \| + \| \Sigma_l^2 \|)^8 \right)^{\frac{r}{2}} \| W - W^* P \|_F \]

\[ \leq \frac{4 \epsilon_0}{K^2} \sum_{l=1}^{L} \lambda_l \frac{\| \Sigma_l^{-1} \|^{-1}}{\eta \tau K^2} \rho(\frac{W^T \mu_l}{\| \Sigma_l^{-1} \|^{-\frac{1}{2}} \delta_K(W^*)}, \| \Sigma_l^{-1} \|^{-\frac{1}{2}} \delta_K(W^*)) \| c \|^2. \]
where \( \epsilon_0 \in (0, \frac{1}{2}) \). Then we have
\[
||\nabla^2 f(W)|| \geq ||\nabla^2 f(W^*P)|| - ||\nabla^2 f(W) - \nabla^2 f(W^*P)||
\geq \frac{4(1-\epsilon_0)}{K^2} \sum_{l=1}^{L} \lambda_l \left( \frac{\Sigma_l^{-1}}{\eta_l^2 K^2} \right)^{-1} \rho \left( \frac{W^{*\top} \mu_l}{\delta_K(W^*)||\Sigma_l^{-1}||^{-\frac{1}{2}}}, \delta_K(W^*)||\Sigma_l^{-1}||^{-\frac{1}{2}} \right)
\tag{221}
\]
\[
||\nabla^2 f(W)|| \leq ||\nabla^2 f(W^*)|| + ||\nabla^2 f(W) - \nabla^2 f(W^*P)||
\leq C_1 \cdot \sum_{l=1}^{L} \lambda_l (\|\mu_l\| + \|\Sigma_l^{-\frac{1}{2}}\|)^2 + \frac{4}{K^2} \sum_{l=1}^{L} \lambda_l \left( \frac{\Sigma_l^{-1}}{\eta_l^2 K^2} \right)^{-1} \rho \left( \frac{W^{*\top} \mu_l}{\delta_K(W^*)||\Sigma_l^{-1}||^{-\frac{1}{2}}}, \delta_K(W^*)||\Sigma_l^{-1}||^{-\frac{1}{2}} \right)
\leq C_1 \cdot \sum_{l=1}^{L} \lambda_l (\|\mu_l\| + \|\Sigma_l^{-\frac{1}{2}}\|)^2
\tag{222}
\]
The last inequality of (222) holds since \( C_1 \cdot \sum_{l=1}^{L} \lambda_l (\|\mu_l\| + \|\Sigma_l^{-\frac{1}{2}}\|)^2 = \Omega(\max_l \{\|\Sigma_l\|\}) \), \( \frac{4}{K^2} \sum_{l=1}^{L} \lambda_l \left( \frac{\Sigma_l^{-1}}{\eta_l^2 K^2} \right)^{-1} \rho \left( \frac{W^{*\top} \mu_l}{\delta_K(W^*)||\Sigma_l^{-1}||^{-\frac{1}{2}}}, \delta_K(W^*)||\Sigma_l^{-1}||^{-\frac{1}{2}} \right) = O\left(\max_l \{\|\Sigma_l\|\} \right) \) and \( \Omega(\max_l \{\|\Sigma_l\|\}) \geq O\left(\max_l \{\|\Sigma_l\|\} \right) \).
Combining (221) and (222), we have
\[
\frac{4(1-\epsilon_0)}{K^2} \sum_{l=1}^{L} \lambda_l \left( \frac{\Sigma_l^{-1}}{\eta_l^2 K^2} \right)^{-1} \rho \left( \frac{W^{*\top} \mu_l}{\delta_K(W^*)||\Sigma_l^{-1}||^{-\frac{1}{2}}}, \delta_K(W^*)||\Sigma_l^{-1}||^{-\frac{1}{2}} \right) \cdot I
\leq \nabla^2 f(W) \leq C_1 \cdot \sum_{l=1}^{L} \lambda_l (\|\mu_l\| + \|\Sigma_l^{-\frac{1}{2}}\|)^2 \cdot I
\tag{223}
\]
5) Proof of Lemma 8: Let \( N_c \) be the \( c \)-covering number of the Euclidean ball \( \mathbb{B}(W^*P, r) \). It is known that \( \log N_c \leq dK \log \left( \frac{\pi}{dK} \right) \) from [76]. Let \( \mathcal{W}_c = \{ W_1, ..., W_{N_c} \} \) be the \( c \)-cover set with \( N_c \) elements. For any \( W \in \mathbb{B}(W^*P, r) \), let \( j(W) = \arg \min_{j \in \{1, ..., N_c\}} ||W - W_j||_F \leq \epsilon \) for all \( W \in \mathbb{B}(W^*P, r) \).
Then for any \( W \in \mathbb{B}(W^*P, r) \), we have
\[
||\nabla^2 f_n(W) - \nabla^2 f(W)|| \leq \frac{1}{n} \sum_{i=1}^{n} ||\nabla^2 \ell(W; x_i) - \nabla^2 \ell(W_j(W); x_i)||
+ \frac{1}{n} \sum_{i=1}^{n} ||\nabla^2 \ell(W_j(W); x_i) - \mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_l N(\mu_l, \Sigma_l)} [\nabla^2 \ell(W_j(W); x_i)]||
+ ||\mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_l N(\mu_l, \Sigma_l)} [\nabla^2 \ell(W_j(W); x_i) - \mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_l N(\mu_l, \Sigma_l)} [\nabla^2 \ell(W; x_i)]]||
\tag{224}
\]
Hence, we have
\[
\mathbb{P}\left( \sup_{W \in \mathbb{B}(W^*P, r)} ||\nabla^2 f_n(W) - \nabla^2 f(W)|| \geq \epsilon \right) \leq \mathbb{P}(A_t) + \mathbb{P}(B_t) + \mathbb{P}(C_t)
\tag{225}
\]
where \( A_t, B_t \) and \( C_t \) are defined as
\[
A_t = \left\{ \sup_{W \in \mathbb{B}(W^*P, r)} \frac{1}{n} \sum_{i=1}^{n} ||\nabla^2 \ell(W; x_i) - \nabla^2 \ell(W_j(W); x_i)|| \geq \epsilon \right\}
\tag{226}
\]
\[
B_t = \left\{ \sup_{W \in \mathbb{B}(W^*P, r)} ||\nabla^2 \ell(W_j(W); x_i) - \mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_l N(\mu_l, \Sigma_l)} [\nabla^2 \ell(W_j(W); x_i)]|| \geq \epsilon \right\}
\tag{227}
\]
\[
C_t = \left\{ \sup_{W \in \mathbb{B}(W^*P, r)} ||\mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_l N(\mu_l, \Sigma_l)} [\nabla^2 \ell(W_j(W); x_i)]
- \mathbb{E}_{x \sim \sum_{l=1}^{L} \lambda_l N(\mu_l, \Sigma_l)} [\nabla^2 \ell(W; x_i)]|| \geq \epsilon \right\}
\tag{228}
\]
Then we bound \( \mathbb{P}(A_t), \mathbb{P}(B_t) \), and \( \mathbb{P}(C_t) \) separately.
1) **Upper bound on** \(P(B_t)\). By Lemma 6 in [28], we obtain

\[
\left\| \frac{1}{n} \sum_{i=1}^{n} \nabla^2 \ell(W; x_i) - \mathbb{E}_{x \sim \sum_{i=1}^{t} \lambda_i N(\mu_i, \Sigma_i)} \nabla^2 \ell(W; x_i) \right\| \\
\leq 2 \sup_{v \in V_q^1} \left\| \left( \frac{1}{n} \sum_{i=1}^{n} \nabla^2 \ell(W; x_i) - \mathbb{E}_{x \sim \sum_{i=1}^{t} \lambda_i N(\mu_i, \Sigma_i)} \nabla^2 \ell(W; x_i) \right) v \right\| (229)
\]

where \(V_q^1\) is a \(\frac{1}{4}\)-cover of the unit-Euclidean-norm ball \(\mathbb{B}(0, 1)\) with \(\log |V_q^1| \leq dK \log 12\). Taking the union bound over \(\mathcal{W}_e\) and \(V_q^1\), we have

\[
P(B_t) \leq \mathbb{P} \left( \sup_{W \in \mathcal{W}_e, v \in V_q^1} \left\| \frac{1}{n} \sum_{i=1}^{n} G_i \right\| \geq \frac{t}{6} \right) \\
\leq \exp(dK (\log \frac{3p}{\epsilon} + \log 12)) \sup_{W \in \mathcal{W}_e, v \in V_q^1} \mathbb{P} \left( \left\| \frac{1}{n} \sum_{i=1}^{n} G_i \right\| \geq \frac{t}{6} \right) (230)
\]

where \(G_i = \langle v, (\nabla^2 \ell(W, x_i) - \mathbb{E}_{x \sim \sum_{i=1}^{t} \lambda_i N(\mu_i, \Sigma_i)} \nabla^2 \ell(W, x_i)) v \rangle \) and \(\mathbb{E}[G_i] = 0\). Here \(v = (u_1^T, \ldots, u_K^T) \in \mathbb{R}^{dK}\).

\[
|G_i| = \left\| \sum_{j=1}^{K} \sum_{l=1}^{L} \left( \xi_{j,l} u_j^T x^T \mu_l - \mathbb{E}_{x \sim \sum_{i=1}^{t} \lambda_i N(\mu_i, \Sigma_i)} (\xi_{j,l} u_j^T x^T \mu_l) \right) \right\| \\
\leq C_9 \cdot \left( \sum_{j=1}^{K} (u_j^T x)^2 + \sum_{j=1}^{K} \mathbb{E}_{x \sim \sum_{i=1}^{t} \lambda_i N(\mu_i, \Sigma_i)} (u_j^T x)^2 \right) (231)
\]

for some \(C_9 > 0\). The first step of (231) is by (130). The last step is by (193) and the Cauchy-Schwarz’s Inequality.

\[
\mathbb{E}[|G_i|^p] \leq \sum_{l=1}^{p} \left( \frac{p}{l} \right) C_9 \cdot \mathbb{E}_{x \sim \sum_{i=1}^{t} \lambda_i N(\mu_i, \Sigma_i)} \left[ \left( \sum_{j=1}^{K} (u_j^T x)^2 \right)^l \right] \\
\cdot \left( \sum_{j=1}^{K} \mathbb{E}_{x \sim \sum_{i=1}^{t} \lambda_i N(\mu_i, \Sigma_i)} (u_j^T x)^2 \right)^{p-l} \\
= \sum_{l=1}^{p} \left( \frac{p}{l} \right) C_9 \cdot \mathbb{E}_{x \sim \sum_{i=1}^{t} \lambda_i N(\mu_i, \Sigma_i)} \left[ \sum_{l_1 + \cdots + l_K = l} \prod_{j=1}^{l} \right] \\
\cdot \left( \sum_{j=1}^{K} \mathbb{E}_{x \sim \sum_{i=1}^{t} \lambda_i N(\mu_i, \Sigma_i)} (u_j^T x)^2 \right)^{p-l} \\
= \sum_{l=1}^{p} \left( \frac{p}{l} \right) C_9 \cdot \left[ \sum_{l_1 + \cdots + l_K = l} \prod_{j=1}^{l} \right] \\
\cdot \left( \sum_{j=1}^{K} \mathbb{E}_{x \sim \sum_{i=1}^{t} \lambda_i N(\mu_i, \Sigma_i)} (u_j^T x)^2 \right)^{p-l} \\
= C_9 \cdot \sum_{l=1}^{p} \left( \frac{p}{l} \right) \left( \sum_{j=1}^{K} \mathbb{E}_{x \sim \sum_{i=1}^{t} \lambda_i N(\mu_i, \Sigma_i)} (u_j^T x)^2 \right)^l \\
\cdot \left( \sum_{j=1}^{K} \mathbb{E}_{x \sim \sum_{i=1}^{t} \lambda_i N(\mu_i, \Sigma_i)} (u_j^T x)^2 \right)^{p-l} \\
= C_9 \cdot \left( \sum_{j=1}^{K} \mathbb{E}_{x \sim \sum_{i=1}^{t} \lambda_i N(\mu_i, \Sigma_i)} (u_j^T x)^2 \right)^p \\
\leq C_9 \cdot \left( \sum_{j=1}^{K} \lambda_l (||\mu_l|| + ||\Sigma_l^2||)^2 \right)^p \\
\leq C_9 \cdot \left( \sum_{l=1}^{L} \lambda_l (||\mu_l|| + ||\Sigma_l^2||)^2 \right)^p
\]
where the first step is by the triangle inequality and the Binomial theorem, and the second step comes from the Multinomial theorem. The second to last inequality in (232) results from Property 8. The last inequality is because \( v \in V_{3/4} \), \( \sum_{j=1}^{K} ||v_j||^2 = ||v||^2 \leq 1 \).

\[
E[\exp(\theta G_i)] = 1 + \theta E[G_i] + \sum_{p=2}^{\infty} \frac{\theta^p E[|G_i|^p]}{p!}
\leq 1 + \sum_{p=2}^{\infty} \frac{|e\theta|^p}{p^p} C_9 \cdot \left( \sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \|\Sigma^2_l\|)^2 \right)^p
\leq 1 + C_9 \cdot |e\theta|^2 \left( \sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \|\Sigma^2_l\|)^2 \right)^2
\]  
(233)

where the first inequality holds from \( p! \geq (\frac{e}{p})^p \) and (232), and the third line holds provided that

\[
\max_{p \geq 2} \frac{|e\theta|^{p+1}}{(p+1)^{p+1}} \cdot \left( \sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \|\Sigma^2_l\|)^2 \right)^{p+1} \leq \frac{1}{2}
\]  
(234)

Note that the quantity inside the maximization in (234) achieves its maximum when \( p = 2 \), because it is monotonously decreasing. Therefore, (234) holds if \( \theta \leq \frac{27}{4e} \lambda_1(\|\mu_1\| + \|\Sigma^2_1\|)^2 \). Then

\[
\mathbb{P}\left( \frac{1}{n} \sum_{i=1}^{n} G_i \geq \frac{t}{6} \right) = \mathbb{P}\left( \exp(\theta \sum_{i=1}^{n} G_i) \geq \exp\left(\frac{\theta t}{6}\right) \right) \leq e^{-\frac{\theta^2 t^2 n}{6} \sum_{i=1}^{n} \lambda_l(\|\mu_l\| + \|\Sigma^2_l\|)^2 - \frac{\theta t}{6}}
\]  
(235)

for some constant \( C_{10} > 0 \). The first inequality follows from Markov’s Inequality. When \( \theta = \min\left\{ \frac{t}{12C_{10}(\lambda_1(\|\mu_1\| + \|\Sigma^2_1\|)^2)^2}, \frac{27}{4e} \lambda_1(\|\mu_1\| + \|\Sigma^2_1\|)^2 \right\}, \) we have a modified Bernstein’s Inequality for the Gaussian Mixture Model as follows

\[
\mathbb{P}\left( \frac{1}{n} \sum_{i=1}^{n} G_i \geq \frac{t}{6} \right) \leq \exp\left( \max\left\{ -\frac{C_{10} n t^2}{144\left( \sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \|\Sigma^2_l\|)^2 \right)^2}, -\frac{C_{11} n \sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \|\Sigma^2_l\|)^2 \cdot t} \right\} \right)
\]  
(236)

for some constant \( C_{11} > 0 \). We can obtain the same bound for \( \mathbb{P}\left( -\frac{1}{n} \sum_{i=1}^{n} G_i \geq \frac{t}{6} \right) \) by replacing \( G_i \) with \(-G_i\). Therefore, we have

\[
\mathbb{P}\left( \frac{1}{n} \sum_{i=1}^{n} G_i \geq \frac{t}{6} \right) \leq 2 \exp\left( \max\left\{ -\frac{C_{10} n t^2}{144\left( \sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \|\Sigma^2_l\|)^2 \right)^2}, -\frac{C_{11} n \sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \|\Sigma^2_l\|)^2 \cdot t} \right\} \right)
\]  
(237)

Thus, as long as

\[
t \geq C_6 \cdot \max\{ \sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \|\Sigma^2_l\|)^2 \sqrt{\frac{dK \log \frac{36r}{n} + \log \frac{4}{\delta}}{\sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \|\Sigma^2_l\|)^2 n}}, \frac{dK \log \frac{36r}{n} + \log \frac{4}{\delta}}{\sum_{l=1}^{L} \lambda_l(\|\mu_l\| + \|\Sigma^2_l\|)^2 n} \}
\]  
(238)

for some large constant \( C_6 > 0 \), we have \( \mathbb{P}(B_i) \leq \frac{\delta}{2} \).
2) **Upper bound on** \( \mathbb{P}(A_t) \) and \( \mathbb{P}(C_t) \). From Lemma 5, we can obtain

\[
\sup_{W \in B(W^*_{p,r})} \frac{\| \mathbb{E}_{x \sim \sum_{l=1}^L \lambda_l N(\mu_l, \Sigma_l)}[\nabla^2 \ell(W_{j}(W); x)] - \mathbb{E}_{x \sim \sum_{l=1}^L \lambda_l N(\mu_l, \Sigma_l)}[\nabla^2 \ell(W; x)] \|}{\| W - W_{j}(W) \|_F} 
\leq \sup_{W \in B(W^*_{p,r})} \frac{\| \mathbb{E}_{x \sim \sum_{l=1}^L \lambda_l N(\mu_l, \Sigma_l)}[\nabla^2 \ell(W_{j}(W); x)] - \mathbb{E}_{x \sim \sum_{l=1}^L \lambda_l N(\mu_l, \Sigma_l)}[\nabla^2 \ell(W; x)] \|}{\| W - W_{j}(W) \|_F} 
\leq C_{12} \cdot d^2 K^2 \sqrt{\sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2) \sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2)^4 \cdot \epsilon} 
\]

Therefore, \( C_t \) holds if

\[
t \geq C_{12} \cdot d^2 K^2 \sqrt{\sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2) \sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2)^4 \cdot \epsilon} 
\]

We can bound the \( A_t \) as below.

\[
\mathbb{P}\left( \sup_{W \in B(W^*_{p,r})} \frac{1}{n} \| \sum_{i=1}^n \nabla^2 \ell(W_{j}(W); x_i) - \nabla^2 \ell(W; x_i) \| \geq \frac{t}{3} \right) 
\leq \frac{1}{t} \mathbb{E}_{x \sim \sum_{l=1}^L \lambda_l N(\mu_l, \Sigma_l)} \left[ \sup_{W \in B(W^*_{p,r})} \frac{1}{n} \| \sum_{i=1}^n \nabla^2 \ell(W_{j}(W); x_i) - \nabla^2 \ell(W; x_i) \| \right] 
\leq \frac{1}{t} \mathbb{E} \left[ \sup_{W \in B(W^*_{p,r})} \| \nabla^2 \ell(W_{j}(W); x_i) - \nabla^2 \ell(W; x_i) \| \right] \cdot \sup_{W \in B(W^*_{p,r})} \| W - W_{j}(W) \|_F 
\leq C_{12} \cdot d^2 K^2 \sqrt{\sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2) \sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2)^4 \cdot \epsilon} \]

where the first inequality is by Markov’s inequality, and the last inequality comes from Lemma 5. Thus, taking

\[
t \geq C_{12} \cdot d^2 K^2 \sqrt{\sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2) \sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2)^4 \cdot \epsilon} \]

ensures that \( \mathbb{P}(A_t) \leq \frac{2}{3} \).

3) **Final step**

Let \( \epsilon = \frac{1}{C_{12} \cdot d K K^2 \sqrt{\sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2) \sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2)^4 \cdot ndK} \) and \( \delta = d^{-10} \), then from (238) and (242) we need

\[
t > \max \left\{ \frac{1}{ndK}, \frac{C_6 \cdot \sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2)^2}{dK \log (36r d K K^2 \sqrt{\sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2) \sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2)^4 \cdot \epsilon}) + \log \frac{4}{\delta}} \right\} \]

\[
\frac{dK \log (36r d K K^2 \sqrt{\sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2) \sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2)^4 \cdot \epsilon}) + \log \frac{4}{\delta}}{\sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2)^2} \]

So by setting \( t = \sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2)^2 \sqrt{dK \log \frac{n}{\delta}} \), as long as \( n \geq C' \cdot dK \log dK \), we have

\[
\mathbb{P}( \sup_{W \in B(W^*_{p,r})} \| \nabla^2 f_n(W) - \nabla^2 \tilde{f}(W) \| \geq C_6 \cdot \sum_{l=1}^L \lambda_l (\| \mu_l \|_\infty + \| \Sigma_l^2 \|_2)^2 \sqrt{dK \log \frac{n}{\delta}} ) \leq d^{-10} 
\]
M. Proof of Lemma 2 and its supportive lemmas

1) Proof of Lemma 9: Note that \( \nabla \tilde{f}_n(W) = \nabla f_n(W) + \frac{1}{n} \sum_{i=1}^n \nu_i \), \( \nabla \tilde{f}(W) = \nabla \tilde{f}(W) + E[\nu_i] = \nabla \tilde{f}(W) \). Therefore, we have

\[
\text{sup}_{W \in B(W^*, r)} \| \nabla \tilde{f}_n(W) - \nabla \tilde{f}(W) \| \leq \text{sup}_{W \in B(W^*, r)} \| \nabla f_n(W) - \nabla f(W) \| + \frac{1}{n} \sum_{i=1}^n \nu_i \tag{245}
\]

Then, similar to the idea of the proof of Lemma 8, we adopt an \( \epsilon \)-covering net of the ball \( B(W^*, r) \) to build a relationship between any arbitrary point in the ball and the points in the covering set. We can then divide the distance between \( \nabla f_n(W) \) and \( \nabla \tilde{f}(W) \) into three parts, similar to (224), (246) to (248) can be derived in a similar way as (226) to (228), with “\( \nabla^2 \)” replaced by “\( \nabla \)”. Then we need to bound \( \mathbb{P}(A'_t) \), \( \mathbb{P}(B'_t) \) and \( \mathbb{P}(C'_t) \) respectively, where \( A'_t, B'_t \) and \( C'_t \) are defined below.

\[
A'_t = \{ \text{sup}_{W \in B(W^*, r)} \frac{1}{n} \left[ \sum_{i=1}^n [\nabla \ell(W; x_i) - \nabla \ell(W_j(W); x_i)] \right] \geq \frac{t}{3} \}
\]

\[
B'_t = \{ \text{sup}_{W \in B(W^*, r)} \left[ \frac{1}{n} \sum_{i=1}^n [\nabla \ell(W_j(W); x_i) - E_{x \sim \sum_{l=1}^L \lambda_l N(\mu_l, \Sigma_l)} [\nabla \ell(W_j(W); x_i)]] \right] \geq \frac{t}{3} \}
\]

\[
C'_t = \{ \text{sup}_{W \in B(W^*, r)} \left[ \left[ E_{x \sim \sum_{l=1}^L \lambda_l N(\mu_l, \Sigma_l)} [\nabla \ell(W_j(W); x_i)] \right] - E_{x \sim \sum_{l=1}^L \lambda_l N(\mu_l, \Sigma_l)} [\nabla \ell(W; x_i)]] \right] \geq \frac{t}{3} \}
\]

(a) Upper bound of \( \mathbb{P}(B'_t) \). Applying Lemma 3 in [83], we have

\[
\left\| \frac{1}{n} \sum_{i=1}^n [\nabla \ell(W_j(W); x_i) - E_{x \sim \sum_{l=1}^L \lambda_l N(\mu_l, \Sigma_l)} [\nabla \ell(W_j(W); x_i)]] \right\| \leq 2 \left\| \frac{1}{n} \sum_{i=1}^n [\nabla \ell(W_j(W); x_i) - E_{x \sim \sum_{l=1}^L \lambda_l N(\mu_l, \Sigma_l)} [\nabla \ell(W_j(W); x_i), v]] \right\| \tag{249}
\]

Define \( G'_t = \left\langle v, [\nabla \ell(W, x_i) - E_{x \sim \sum_{l=1}^L \lambda_l N(\mu_l, \Sigma_l)} [\nabla \ell(W, x_i)]] \right\rangle \). Here \( v \in \mathbb{R}^d \). To compute \( \nabla \ell(W, x_i) \), we require the derivation in Property 9. Then we can have an upper bound of \( \zeta(W) \) in (129).

\[
\zeta(W) = \left\{ \begin{array}{ll} -\frac{1}{K} H(W) \phi'(w_j^\top x) & \phi(w_j^\top x) \leq \frac{\phi(w_j^\top x) - (1 - \phi(w_j^\top x))}{K} \leq 1, \ y = 1 \\ \frac{1}{K} H(W) \phi'(w_j^\top x) & \frac{\phi(w_j^\top x) - (1 - \phi(w_j^\top x))}{K} \leq 1, \ y = 0 \end{array} \right. \tag{250}
\]

Then we have an upper bound of \( G'_t \).

\[
|G'_t| = \left| \frac{1}{K} H(W) \phi'(w_j^\top x) - E_{x \sim \sum_{l=1}^L \lambda_l N(\mu_l, \Sigma_l)} [\nabla \ell(W, x_i)] \right| \\
\leq \left| w_j^\top x \right| + E_{x \sim \sum_{l=1}^L \lambda_l N(\mu_l, \Sigma_l)} [\left| w_j^\top x \right|] \tag{251}
\]

Following the idea of (232) and (233), and by \( v \in V_{\frac{1}{2}} \), we have

\[
E[\|G'_t\|^p] \leq O \left( \left( \sum_{l=1}^L \lambda_l \| \mu_l \| + \| \Sigma_l \|^\frac{1}{2} \right)^p \right) \tag{252}
\]

\[
E[\exp(\theta G'_t)] \leq 1 + O \left( |e\theta|^2 \sum_{l=1}^L \lambda_l \| \mu_l \| + \| \Sigma_l \|^\frac{1}{2} \right)^2 \tag{253}
\]

where (253) holds if \( \theta \leq \frac{2}{\lambda} \sqrt{\sum_{l=1}^L \lambda_l \left( \| \mu_l \| + \| \Sigma_l \| \right)^2} \). Following the derivation of (230) and (235) to (238), we have

\[
\mathbb{P}\left( \frac{1}{n} \sum_{i=1}^n G'_t \geq \frac{t}{6} \right) \leq 2 \exp \left\{ - \frac{C_{14} n^2}{144 \sum_{l=1}^L \lambda_l \left( \| \mu_l \| + \| \Sigma_l \|^\frac{1}{2} \right)^2} - C_{15} n \left( \sum_{l=1}^L \lambda_l \| \mu_l \| + \| \Sigma_l \|^\frac{1}{2} \right) \cdot t \right\} \tag{254}
\]
for some constant $C_{14} > 0$ and $C_{15} > 0$. Moreover, we can obtain $P(B'_t) \leq \frac{\delta}{2}$ as long as

$$
t \geq C_{13} \cdot \max\left\{ \sum_{i=1}^L \lambda_i(\|\mu_i\| + \|\Sigma_{i}^{\frac{1}{2}}\|)^2 \sqrt{\frac{dK \log \frac{18c}{\epsilon} + \log \frac{4}{\delta}}{n}}, \frac{dK \log \frac{18c}{\epsilon} + \log \frac{4}{\delta}}{\sqrt{\sum_{i=1}^L \lambda_i(\|\mu_i\| + \|\Sigma_{i}^{\frac{1}{2}}\|)^2 \cdot n}} \right\}\quad (255)$$

(b) For the upper bound of $P(A'_t)$ and $P(C'_t)$, we can first derive

$$
E_{x \sim \sum_{l=1}^L \lambda_l \mathcal{N}(\mu_l, \Sigma_l)} \left[ \sup_{W \neq W' \in B(W \cdot P, r)} \frac{\|\nabla f(W, x) - \nabla f(W', x)\|}{\|W - W'\|_F} \right]
\leq E_{x \sim \sum_{l=1}^L \lambda_l \mathcal{N}(\mu_l, \Sigma_l)} \left[ \sup_{W \neq W' \in B(W \cdot P, r)} \frac{\|\zeta(W) - \zeta(W')\| \cdot \|x\|}{\|W - W'\|_F} \right]
\leq E_{x \sim \sum_{l=1}^L \lambda_l \mathcal{N}(\mu_l, \Sigma_l)} \left[ \sup_{W \neq W' \in B(W \cdot P, r)} \frac{\max_{1 \leq j \leq K} \{\|\xi_j(W')\| \cdot \|x\| \|W - W'\|_F} \right]
\leq E_{x \sim \sum_{l=1}^L \lambda_l \mathcal{N}(\mu_l, \Sigma_l)} \left[ \sup_{W \neq W' \in B(W \cdot P, r)} \frac{C_9 \cdot \|x\|^2 \sqrt{\kappa \|W - W'\|_F}}{\|W - W'\|_F} \right]
\leq C_9 \cdot 3\sqrt{K}d \cdot \sum_{i=1}^L \lambda_i(\|\mu_i\|_\infty + \|\Sigma_{i}^{\frac{1}{2}}\|)^2
$$

The first inequality is by (129). The second inequality is by the Mean Value Theorem. The third step is by (193). The last inequality is by Property 7. Therefore, following the steps in part (2) of Lemma 8, we can conclude that $C'_t$ holds if

$$
t \geq 3C_9 \cdot \sqrt{K}d \cdot \sum_{i=1}^L \lambda_i(\|\mu_i\|_\infty + \|\Sigma_{i}^{\frac{1}{2}}\|)^2 \cdot \epsilon\quad (257)$$

Moreover, from (242) in Lemma 8 we have that

$$
t \geq \frac{18C_9 \cdot \sqrt{K}d \cdot \sum_{i=1}^L \lambda_i(\|\mu_i\| + \|\Sigma_{i}^{\frac{1}{2}}\|)^2 \cdot \epsilon}{\delta}\quad (258)$$

ensures $P(A'_t) \leq \frac{\delta}{2}$. Therefore, let $\epsilon = \frac{18C_9 \cdot \sqrt{K}d \cdot \sum_{i=1}^L \lambda_i(\|\mu_i\| + \|\Sigma_{i}^{\frac{1}{2}}\|)^2 \cdot \epsilon}{\delta} \cdot d^{10}$ and $t = C_{13} \sqrt{K} \sum_{i=1}^L \lambda_i(\|\mu_i\| + \|\Sigma_{i}^{\frac{1}{2}}\|)^2 \sqrt{\frac{d \log n}{n}}$, if $n \geq C'' \cdot dK \log dK$ for some constant $C'' > 0$, we have

$$
P\left( \sup_{W \in B(W \cdot P, r)} \|\nabla f_n(W) - \nabla f(W)\| \right) \geq C_{13} \cdot \sqrt{K} \sum_{i=1}^L \lambda_i(\|\mu_i\| + \|\Sigma_{i}^{\frac{1}{2}}\|)^2 \sqrt{\frac{d \log n}{n}} \leq d^{-10}\quad (259)$$

By Hoeffding’s inequality in [76] and Property 2, we have

$$
P\left( \frac{1}{n} \sum_{i=1}^n \nu_i \right) \geq C_{13} \cdot \sqrt{\sum_{i=1}^L \lambda_i(\|\mu_i\| + \|\Sigma_{i}^{\frac{1}{2}}\|)^2 \sqrt{\frac{dK \log n}{n}}} \leq \exp(-C_{13} \cdot \sum_{i=1}^L \lambda_i(\|\mu_i\| + \|\Sigma_{i}^{\frac{1}{2}}\|)^2 \frac{dK \log n}{dK \xi^2}) \leq d^{-10}\quad (260)$$

Therefore,

$$
\sup_{W \in B(W \cdot P, r)} \|\nabla f_n(W) - \nabla f(W)\|
\leq C_{13} \cdot \sqrt{K} \sum_{i=1}^L \lambda_i(\|\mu_i\| + \|\Sigma_{i}^{\frac{1}{2}}\|)^2 \sqrt{\frac{d \log n}{n}} + \frac{1}{n} \sum_{i=1}^n \|\nu_i\|\quad (261)
$$
N. Proof of Lemma 3 and its supportive lemmas

We need Lemma 10 to Lemma 14, which are stated in Section D, for the proof of Lemma 3. Section D2 summarizes the proof of Lemma 3. The proofs of Lemma 10 to Lemma 12 are provided in Section N1 to Section N3. Lemma 13 and Lemma 14 are cited from [26]. Although [26] considers the standard Gaussian distribution, the proofs of Lemma 13 and 14 hold for any data distribution. Therefore, these two lemmas can be applied here directly.

The tensor initialization in [26] only holds for the standard Gaussian distribution. We exploit a more general definition of tensors from [82] for the tensor initialization in our algorithm. We also develop new error bounds for the initialization.

1) Proof of Lemma 10: From Assumption 1, if the Gaussian Mixture Model is a symmetric probability distribution defined in (64), then by Definition 3, we have

\[
\|Q_{3}(I, I, \alpha) - Q_{3}(I, I, \alpha)\|
\]

\[
= \left|\frac{1}{n} \sum_{i=1}^{n} \left[ y_{i} \cdot p(x)^{-1} \sum_{l=1}^{L} \lambda_{l}(2\pi|\Sigma_{l}|)^{-\frac{d}{2}} \exp\left(-\frac{1}{2}(x - \mu_{l})\Sigma_{l}^{-1}(x - \mu_{l})\right) \right. \right.
\]

\[
\cdot \left. \left. \frac{1}{(x - \mu_{l})\Sigma_{l}^{-1}} \left((-x - \mu_{l})\Sigma_{l}^{-1} \odot \Sigma_{l}^{-1}\right) \right] (I, I, \alpha)
\]

\[
- \mathbb{E} \left[ y \cdot p(x)^{-1} \sum_{l=1}^{L} \lambda_{l}(2\pi|\Sigma_{l}|)^{-\frac{d}{2}} \exp\left(-\frac{1}{2}(x - \mu_{l})\Sigma_{l}^{-1}(x - \mu_{l})\right) \right.
\]

\[
\left. \cdot \left. \left. \left((-x - \mu_{l})\Sigma_{l}^{-1} \odot \Sigma_{l}^{-1}\right) \right] (I, I, \alpha) \right|
\]

(262)

Following [26], \( \odot \) is defined such that for any \( v \in \mathbb{R}^{d_1} \) and \( Z \in \mathbb{R}^{d_1 \times d_2} \),

\[
v \odot Z = \sum_{i=1}^{d_2} (v \otimes z_i + z_i \otimes v),
\]

where \( z_i \) is the \( i \)-th column of \( Z \). By Definition 3, we have

\[
\left\| \left[ y \cdot p(x)^{-1} \sum_{l=1}^{L} \lambda_{l}(2\pi|\Sigma_{l}|)^{-\frac{d}{2}} \exp\left(-\frac{1}{2}(x - \mu_{l})\Sigma_{l}^{-1}(x - \mu_{l})\right) \right. \right.
\]

\[
\cdot \left. \left. \left((-x - \mu_{l})\Sigma_{l}^{-1} \odot \Sigma_{l}^{-1}\right) \right] (I, I, \alpha) \right|
\]

\[
\leq \left\| \sum_{i=1}^{L} \lambda_{i}(2\pi|\Sigma_{l}|)^{-\frac{d}{2}} \exp\left(-\frac{1}{2}(x - \mu_{l})\Sigma_{l}^{-1}(x - \mu_{l})\right) \right.
\]

\[
\cdot \left. \left. \left((-x - \mu_{l})\Sigma_{l}^{-1} \odot \Sigma_{l}^{-1}\right) \right] (I, I, \alpha) \right|
\]

(264)

The first step of (264) is because \( (x - \mu_{l})\Sigma_{l}^{-1} \odot (\alpha^{T} \Sigma_{l}^{-1}(x - \mu_{l})) \) is the dominant term of the entire expression, and \( y \leq 1 \). The second step is because the expression can be considered as a normalized weighted summation of \( (x - \mu_{l})\Sigma_{l}^{-1}(x - \mu_{l}) \) and \( (x^{T} \alpha)x^{T} \) is its dominant term. Define \( S_{m}(x) = (-1)^{m} \sum_{l=1}^{L} \alpha_{l}(2\pi|\Sigma_{l}|)^{-\frac{d}{2}} \exp\left(-\frac{1}{2}(x - \mu_{l})\Sigma_{l}^{-1}(x - \mu_{l})\right) \), where \( p(x) \) is the probability density function of the random variable \( x \). From Definition 3, we can verify that

\[
Q_{3} = \mathbb{E}[y \cdot S_{m}(x)] \quad j \in \{1, 2, 3\}
\]

(265)

Then define \( G_{p_{i}}(\|v\|_{2}) \), \( \mathbb{E}[y \cdot S_{m}(x)](I_{d}, I_{d}, \alpha) - \mathbb{E}[y \cdot S_{m}(x)](I_{d}, I_{d}, \alpha) \), where \( \|v\| = 1 \), then \( \mathbb{E}[G_{p_{i}}] = 0 \). Similar to the proof of (231), (232), and (233) in Lemma 8, we have

\[
\mathbb{E}[G_{p_{i}}]\|p \leq \left\| \sigma_{\text{min}}^{-6}(x_{i}^{T} \alpha)(x_{i}^{T} v)\right\| + \mathbb{E}[x \sim \sum_{l=1}^{L} N(\mu, \Sigma_{l})][\sigma_{\text{min}}^{-6}(x_{i}^{T} \alpha)(x_{i}^{T} v)]^{p}
\]

(266)

\[
\mathbb{E}[[G_{p_{i}}]]^{p} \leq \left( \mathbb{E}[x \sim \sum_{l=1}^{L} N(\mu, \Sigma_{l})][\sigma_{\text{min}}^{-6}(x_{i}^{T} \alpha)(x_{i}^{T} v)]^{p}\right)^{\frac{p}{2}}
\]

\[
\leq \sigma_{\text{min}}^{-6p}\mathbb{E}[x \sim \sum_{l=1}^{L} N(\mu, \Sigma_{l})][\sigma_{\text{min}}^{-6}(x_{i}^{T} \alpha)(x_{i}^{T} v)]^{\frac{p}{2}}
\]

\[
\leq \sigma_{\text{min}}^{-6p}\mathbb{E}[x \sim \sum_{l=1}^{L} N(\mu, \Sigma_{l})][\sigma_{\text{min}}^{-6}(x_{i}^{T} \alpha)(x_{i}^{T} v)]^{\frac{p}{2}}
\]

(267)

\[
\mathbb{E}[\exp(\theta G_{p_{i}})] \leq 1 + \sum_{p=2}^{\infty} \frac{\theta^{p}\mathbb{E}[G_{p_{i}}]]}{p!} \leq 1 + \sum_{p=2}^{\infty} \frac{\theta^{p}\mathbb{E}[G_{p_{i}}]]}{p!}
\]

\[
\leq 1 + \theta^{2} + 12 \mathbb{E}[G_{p_{i}}] D_{2}(\Psi) D_{4}(\Psi)
\]

(268)
Hence, similar to the derivation of (235), we have
\[
\mathbb{P}\left( \frac{1}{n} \sum_{i=1}^{n} Gp_i \geq t \right) \leq \exp \left( -n \theta t + C_{16}n \theta^2 \left( \tau^6 \sqrt{D_2(\Psi)} D_4(\Psi) \right)^2 \right)
\]
(269)
for some constant \( C_{16} > 0 \). Let \( \theta = \frac{t}{2C_{16}(\tau^6 \sqrt{D_2(\Psi)} D_4(\Psi))} \) and \( t = \delta_1^2(W^*) \cdot (\tau^6 \sqrt{D_2(\Psi)} D_4(\Psi)) \cdot \sqrt{\frac{d \log n}{n}} \), then we have
\[
||\hat{Q}_2 - Q_2|| \leq \delta_1(W^*) \cdot (\tau^6 \sqrt{D_2(\Psi)} D_4(\Psi)) \cdot \sqrt{\frac{d \log n}{n}}
\]
(270)
with probability at least \( 1 - 2n^{-\Omega(\delta_1^4(W^*))}d \).

If the Gaussian Mixture Model is not a symmetric distribution which is defined in (64), we would have a similar result as follows.
\[
||\hat{Q}_2 - Q_2|| = \left\| \frac{1}{n} \sum_{i=1}^{n} [y_i \cdot S_2(x_i)] - \mathbb{E}[y \cdot S_2(x)] \right\|
\]
(271)
\[
||y_i \cdot S_2(x_i)|| \leq ||\sigma_{\min}^{-4} \frac{1}{K} \sum_{i=1}^{K} \phi(w_j^T x_i) x_i x_i^T ||
\]
(272)
Then define \( Gp_i' = \langle v, (y_i \cdot S_2(x_i)) - \mathbb{E}[y_i \cdot S_2(x_i)] \rangle \), where \( ||v|| = 1 \), then \( \mathbb{E}[Gp_i'] = 0 \). Similar to the proof of (231), (232) and (233) in Lemma 8, we have
\[
|Gp_i'|^p \lesssim \left| \sigma_{\min}^{-4} (x_i^T v)^2 + \mathbb{E}_{x \sim \sum_{i=1}^{L} N(\mu, \Sigma)} [\sigma_{\min}^{-4} (x_i^T v)^2] \right|^p
\]
(273)
\[
\mathbb{E}[|Gp_i'|^p] \lesssim \left( \mathbb{E}_{x \sim \sum_{i=1}^{L} N(\mu, \Sigma)} [\sigma_{\min}^{-4} (x_i^T v)^2] \right)^p \lesssim \tau^4 D_2(\Psi)^p
\]
(274)
\[
\mathbb{E}[\exp(\theta Gp_i')] \lesssim 1 + \sum_{p=2}^{\infty} \frac{\theta^p}{p!} \mathbb{E}[|Gp_i'|^p] \lesssim 1 + \sum_{p=2}^{\infty} \frac{\theta^p}{p!} \tau^4 D_2(\Psi)^p \leq 1 + \theta^2 \tau^8 D_2(\Psi)^2
\]
(275)
Hence, similar to the derivation of (235), we have
\[
\mathbb{P}\left( \frac{1}{n} \sum_{i=1}^{n} Gp_i \geq t \right) \leq \exp \left( -n \theta t + C_{17}n \theta^2 \left( \tau^4 D_2(\Psi) \right)^2 \right)
\]
(276)
for some constant \( C_{17} > 0 \). Let \( \theta = \frac{t}{2C_{17}(\tau^4 D_2(\Psi))} \) and \( t = \delta_1^2(W^*) \cdot (\tau^4 D_2(\Psi)) \cdot \sqrt{\frac{d \log n}{n}} \), then we have
\[
||\hat{Q}_2 - Q_2|| \lesssim \delta_1(W^*) \cdot \tau^4 D_2(\Psi) \cdot \sqrt{\frac{d \log n}{n}}
\]
(277)
with probability at least \( 1 - 2n^{-\Omega(\delta_1^4(W^*))}d \).

2) Proof of Lemma 11: We consider each component of \( y = \frac{1}{K} \sum_{i=1}^{K} \phi(w_i^T x) \).

Define \( T_i(x) : \mathbb{R}^d \to \mathbb{R}^{K \times K \times K} \) such that
\[
T_i(x) = [\phi(w_i^T x) \cdot S_3(x)](\bar{U}, \bar{U}, \bar{U})
\]
(278)
We flatten \( T_i(x) : \mathbb{R}^d \to \mathbb{R}^{K \times K \times K} \) along the first dimension to obtain the function \( B_i(x) : \mathbb{R}^d \to \mathbb{R}^{K \times K^2} \). Similar to the derivation of the last step of Lemma E.8 in [26], we can obtain \( ||T_i(x)|| \leq ||B_i(x)|| \). By (262), we have
\[
||B_i(x)|| \lesssim \sigma_{\min}^{-6} \frac{1}{K} \sum_{j=1}^{K} \phi(w_j^T x_i)(\bar{U}^T x)^3
\]
(279)
Define \( Gr_i = \langle v, B_i(x_i) \rangle - \mathbb{E}[B_i(x_i)]v \rangle \), where \( ||v|| = 1 \), so \( \mathbb{E}[Gr_i] = 0 \). Similar to the proof of (231), (232) and (233) in Lemma 8, we have
\[
|Gr_i|^p \lesssim \left| \sigma_{\min}^{-6} (v^T \bar{U}^T x)^3 + \mathbb{E}_{x \sim \sum_{i=1}^{L} N(\mu, \Sigma)} [\sigma_{\min}^{-6} (v^T \bar{U}^T x)^3] \right|^p
\]
(280)
\[
\mathbb{E}[|G_q|^p] \lesssim (\mathbb{E}_{x \sim \sum_{i=1}^L N(\mu_i, \Sigma_i)} [\sigma^{-2}_i (x_i^\top u_i^\top v)]^p) \lesssim \tau^{2p} \sqrt{D_2(\Psi)}^p
\] (281)

\[
\mathbb{E}[\exp(\theta|G_q|)] \lesssim 1 + \sum_{p=2}^{\infty} \frac{\theta^p \mathbb{E}[|G_q|^p]}{p!} \lesssim 1 + \sum_{p=2}^{\infty} \frac{|\theta|^p |\tau_2|^p D_2(\Psi)^{\frac{p}{2}}}{p^p}
\]
\[
\leq 1 + \theta^2 (\tau^2 \sqrt{D_2(\Psi)})^2
\] (282)

Hence, similar to the derivation of (235), we have
\[
P\left(\frac{1}{n} \sum_{i=1}^n G_{q_i} \geq t\right) \leq \exp \left( -n \theta t + C_{19} \theta^2 (\tau^2 \sqrt{D_2(\Psi)})^2 \right)
\] (283)

for some constant \(C_{18} > 0\). Let \(\theta = \frac{t}{C_{19} (\tau^2 \sqrt{D_2(\Psi)})}\) and \(t = \delta_1^2 (W^*) \cdot (\tau^2 \sqrt{D_2(\Psi)}) \cdot \sqrt{\log n / n}\), then we have
\[
\|\hat{R}_3 - R_3\| \lesssim \delta_1 (W^*)^2 \cdot (\tau^2 \sqrt{D_2(\Psi)}) \cdot \sqrt{\log n / n}
\] (284)

with probability at least \(1 - 2n^{-\Omega(\delta_1^4(W^*))}\).

3) Proof of Lemma 12: From Definition 3, we have
\[
\|\hat{Q}_1 - Q_1\| = \left\| \frac{1}{n} \sum_{i=1}^n [y_i \cdot S_1(x)] - \mathbb{E}[y \cdot S_1(x)] \right\|.
\] (285)

Based on Definition 3,
\[
\left\| \sum_{i=1}^L \lambda_i (2\pi \prod_{k=1}^{d} \sigma_{ik}^2)^{-\frac{d}{2}} \exp \left( -\frac{1}{2} (x - \mu_i)^\top \Sigma_i^{-1} (x - \mu_i) \right) \right\|
\]
\[
\lesssim \left\| \sigma^{-2}_\min \frac{1}{K} \sum_{j=1}^K \hat{\phi}(w_{j}^\top x_i) x_i \right\|
\] (286)

Define \(G_q = \langle v, ([y_i \cdot S_1(x)] - \mathbb{E}[y_i \cdot S_1(x))] v \rangle\), where \(|v| = 1\), so \(\mathbb{E}[G_q] = 0\). Similar to the proof of (231), (232), and (233) in Lemma 8, we have
\[
|G_q|^p \lesssim |\sigma^{-2}_\min (x_i^\top v) + \mathbb{E}_{x \sim \sum_{i=1}^L N(\mu_i, \Sigma_i)} [\sigma^{-2}_\min (x_i^\top v)]|^p
\] (287)

\[
\mathbb{E}[|G_q|^p] \lesssim (\mathbb{E}_{x \sim \sum_{i=1}^L N(\mu_i, \Sigma_i)} [\sigma^{-2}_\min (x_i^\top v)])^p \lesssim \tau^{2p} \sqrt{D_2(\Psi)}^p
\] (288)

\[
\mathbb{E}[\exp(\theta|G_q|)] \lesssim 1 + \sum_{p=2}^{\infty} \frac{\theta^p \mathbb{E}[|G_q|^p]}{p!} \lesssim 1 + \sum_{p=2}^{\infty} \frac{|\theta|^p |\tau_2|^p D_2(\Psi)^{\frac{p}{2}}}{p^p}
\]
\[
\leq 1 + \theta^2 (\tau^2 \sqrt{D_2(\Psi)})^2
\] (289)

Hence, similar to the derivation of (235), we have
\[
P\left(\frac{1}{n} \sum_{i=1}^n G_{q_i} \geq t\right) \leq \exp \left( -n \theta t + C_{19} \theta^2 (\tau^2 \sqrt{D_2(\Psi)})^2 \right)
\] (290)

for some constant \(C_{19} > 0\). Let \(\theta = \frac{t}{C_{19} (\tau^2 \sqrt{D_2(\Psi)})}\) and \(t = \delta_1^2 (W^*) \cdot (\tau^2 \sqrt{D_2(\Psi)}) \cdot \sqrt{\log n / n}\), then we have
\[
\|\hat{Q}_1 - Q_1\| \lesssim (\tau^2 \sqrt{D_2(\Psi)}) \cdot \sqrt{\log n / n}
\] (291)

with probability at least \(1 - 2n^{-\Omega(d)}\).