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Abstract—Recent advances in virtualization technology have
made it a common practice to consolidate virtual machines(VMs)
into a fewer number of servers. An efficient consolidation scheme
requires that VMs are packed tightly, yet receiving resources
commensurate with their demands. On the other hand, mea-
surements from production data centers show that the network
bandwidth demands of VMs are dynamic, making it difficult
to characterize the demands by a fixed value and to apply
traditional consolidation schemes. In this work, we capture VM
bandwidth demand by random variables following probabilistic
distributions. We study how VMs should be consolidated with
bandwidth limit imposed by network devices such as Ethernet
adapters and edge switches. We formulate a Stochastic Bin
Packing problem and propose an online packing algorithm by
which the number of servers required is within (1+¢)(v/241) of
the optimum for any ¢ > 0. In a special case that there are finite
number of possibilities for the means of the random variables, the
number of servers required by our algorithm is within (\/i +1)
of the optimum. In addition, we use numerical experiments to
evaluate the proposed consolidation algorithm and observe 30%
server reduction compared to several benchmark algorithms.

I. INTRODUCTION

Virtualization technologies promise opportunities for mod-
ern data centers to host applications on shared infrastructure.
Now data center operators can create a large number of virtual
machines (VMs) for different workload requests. Each VM
is provisioned with certain amount of computing resources
commensurate with workload requirements. The operators can
then consolidate all the VMs into a smaller number of physical
servers, with the goal of minimizing the total required server
number. Such a VM consolidation procedure is the key factor
for a data center to achieve economy of scale.

Traditional VM consolidation schemes are concerned with
CPU, memory and disk I/O [13][23][26][29][31][32]. In these
schemes, the operators need to estimate a deterministic amount
of resources required by the future workload; such an estimate
is usually made from either an understanding of the underlying
applications or a forecast using historical workload patterns.
The actual amount of allocated resources to VMs are based on
the estimate. In the consolidation phase, all such VMs with
fixed size must be packed on servers with known capacity
limit. In this way, the consolidation phase becomes the classi-
cal bin packing problem and can be solved by many heuristics.

Compared to the capacity limit of CPU, memory and disk
1/0, network bandwidth limit has not been well studied. In
fact, with an explosive growth of data center traffic, network
bandwidth limit becomes more and more critical, and such

limit exists at multiple consolidation levels. E.g., at the server
level, due to the shared Ethernet adapters, the aggregate traffic
rate for VMs placed on the same server must not exceed the
adapter capacity. At the chassis/rack level, the aggregate rate
must not exceed the capacity of the end-of-row/top-of-rack
switch. Thus it is imperative to find efficient consolidation
methods that respect the limit imposed by various network
devices.

One can easily apply the traditional VM consolidation
schemes to handle network bandwidth limit. Nevertheless, this
might raise a fundamental drawback as recent measurement
studies show that, in production data centers, network traffic
are highly volatile and bursty[2][19][27]. It thus becomes
difficult for the traditional schemes to make a reliable, deter-
ministic estimate of bandwidth demand. Although one can take
a conservative strategy by making an estimate much higher
than the actual traffic rate, it leads to over-provisioning and
resource waste.

In this work, instead of using deterministic values, we use
random variables to characterize the future bandwidth usage.
The random variables follow certain distributions that are
estimated from either historical traffic rates or forecasting
algorithms. Such a probabilistic characterization can better
represent the uncertainty of the future bandwidth demand.
With VM size being a random variable, the VM consolidation
issue is formulated into a NP-hard Stochastic Bin Packing
problem (SBP), which states that items with sizes following
a probabilistic distribution must be packed into bins such
that the number of bins used is minimal and the chance for
violating any bin size is below a threshold. Similar problems
are studied in [11][22], assuming the random variables all
have Bernoulli-type distributions, Poisson distributions, or
exponential distributions. In our work, all random variables
have Gaussian distributions, and we propose an approximation
algorithm and prove its asymptotical worst-case performance
bound. In our algorithm, random variables are divided into
groups according to their means and variances. The random
variables are then assigned to different bins based on which
groups they belong to. We prove the worst-case performance
ratio of our algorithm is within (1+4¢)(v/2+1) for any € > 0.
In a special case where there are finite number of possibilities
of the mean value, the worst-case performance ratio is within
v/2+1. We run numerical experiments to evaluate performance
of the proposed algorithm. The results show that our algorithm
saves up to 30% of required servers compared with several



benchmark schemes.

The rest of the paper is organized as follows. Section II
discusses the related work. Section III elaborates on problem
formulation. Section IV and V present algorithms and bound
analysis for a special case and generic cases respectively.
Section VI considers a more general case with variable-sized
bins. Section VII uses numerical experiments to evaluate the
proposed algorithms. Section VIII concludes the paper.

II. RELATED WORK
A. Virtual Machine Consolidation

VM consolidation in Compute Clouds has been tackled in
both commercial products and research work. Representative
products include VMWare’s Distributed Resource Scheduler
(DRS) [33] and IBM Server Planning Tool (SPT) [12].
These tools use server utilization data to dynamically as-
sign resources to servers based on various policies. In the
research literature, most work [1][18][26][28][34] formulate
VM consolidation as an optimization problem with the number
of required servers as the objective. Such an optimization
problem is often associated with constraints imposed by server
capacity, service-level-agreement, legal, etc. To solve the op-
timization problem, these work use various algorithms with a
nature similar to these bin packing heuristics such as First Fit
Decreasing (FFD) [1].

While these products and research work consider CPU,
memory or disk, they do not take into account the network
capacity limit imposed by network devices. On the methodol-
ogy aspect, these work denote the resource demand of VMs
by a deterministic value. In contrast, in this work we model
the VM resource demand as a random variable which better
captures the dynamics of bandwidth usage in data centers.

B. Bin Packing

In the classical bin packing problem, a list L with real
numbers between 0 and 1 must be assigned to bins with
unit capacity such that the sum of the numbers in each bin
is no more than 1 and the number of bins used is minimal.
Let OPT denote the minimum. For a packing algorithm B,
let B(L) denote the number of bins used for L, then the
worst case performance ratio of this algorithm is defined
as limopr— o0 supy, [B(L)/OPT]. Since finding the optimal
packing involves solving an NP-complete partition problem
[10][20], various heuristic algorithms [4][14][15][16][35] with
performance guarantee have been proposed. One simple algo-
rithm First Fit Decreasing (FFD) has a worst case performance
ratio of % [10][36], and is later shown to be tight [7]. MFFD
[17], a variance of FFD can have a ratio of %.

These algorithms require to first sort the items, and are
not applicable for an online bin packing problem. An online
algorithm is required to process L in the same order as given.
First Fit [10] is an simple online algorithm with a performance
ratio of %, and a refined version [35] has a ratio of % Next Fit
[4] is another popular online algorithm which has a worst case
performance ratio of 2 and takes O(n) time and O(1) space.
First Fit (FF), on the other hand, takes O(nlogn) time and

O(n) space. [24] proposes a HARMONIC algorithm which
has a worst case performance ratio of 1.692. [35] shows that
no online algorithm has a performance ratio less than %, and
this lower bound is later improved to 1.53635 [6][25].

Our problem formulation is the same as the Stochastic
Bin Problem in [11][22]. Given a positive constant «, the
goal is to use a minimum number of bins to pack the items
such that the violation probability of each bin is at most
«. [22] consider the case that item sizes have a Bernoulli-
type distribution, and the worst-case performance ratio of
their algorithm is O( %). [11] provide a polynomial
time approximation algorithm for the cases that item sizes
have Poisson or exponential distributions, a quasi-polynomial
approximation scheme with running time polynomially on n

and log 1/p for Bernoulli-distributed items.

IITI. PROBLEM FORMULATION

In this section, we present a model of VM consolidation
with network bandwidth constraint imposed by network de-
vices. We first introdece the Stochastic Bin Packing (SBP)
in Section III-A. We then compare SBP to the classical bin
packing problem in Section III-B and illustrate its special
properties in Section III-C.

A. Stochastic Bin Packing

We consider a scenario in which n VMs with known

bandwidth demands must be consolidated onto a number of
servers (or chassis, racks). We assume an online consolidation
senario that each VM should be consolidated once a request is
made. We assume servers have identical capacity limit. This
corresponds to the common case that server configurations are
homogeneous in the same data center. Heterogeneous cases
will be discussed in Section VI. Let x; denote the normalized
bandwidth demand of VM i, the n-VM consolidation problem
is to pack a list of items L = (1,2, ..., Z,) into bins with
unit capacity. Instead of assuming x; a fixed value in the
classical bin packing problem, here we assume x; follows
a probabilistic distribution. The distributions of the sizes of
different items ¢ and j are independent, and the probability
distribution of their total size x; + x; is the convolution of
the two probability distributions of x; and x;. In the classical
bin packing problem, a packing strategy is feasible if for
each bin, the total item size in that bin does not exceed
one. Here we define a packing strategy feasible if for each
bin, the probability that the unit capacity is exceeded is no
greater than a given constant o € (0,1). Our goal is to find
a feasible packing strategy that uses the least number of bins.
We formally describe the Stochastic Bin Packing problem as
following:
Given a list of items L = (z1,22,...,2,), where x;’s are
independent random variables, what is the minimum number
of unit capacity bins needed to pack all the items, such that
for each bin, the probability that its capacity is exceeded is
no greater than a given constant « € (0,1)?

Different from previous assumptions that x; follows a
Bernoulli distribution, a Poisson distribution or an exponential



distribution [11][22], in this paper we assume that z; inde-
pendently follows a normal distribution N (y;,0?). In reality
server consolidation usually occurs at weekly or monthly
timescale. At such a large timescale, we believe the VM band-
width usage can be approximated by a Gaussian distribution.
We assume the mean p; is positive and the standard deviation
o; is small enough compared with p;, thus the probability of
x; being negative is very small and negligible.

If o, = 0 for all 4, then z; = p; and the problem is reduced
to the classical NP-hard one-dimensional bin packing problem.
Clearly SBP is NP-hard.

For a packing strategy, let U7 denote the set of indices of
the items that are packed in bin j. Since z; ~ N (p;, 0?) and
x; and z; are independent if ¢ # j, then the total size of the
items in a bin follows normal distribution with mean ), ;; 11
and variance Ziem af. For the normal distribution, we have
the following fact,

Lemma 1. Given z ~ N (u,0?) with yu € (0,1) and o €
(0,1), then Prob[z > 1] < « holds if and only if p+®~1(1—
a)o < 1, where the a quantile function ®~1 is the inverse of
the cdf ® of N(0,1).

Proof: Since x ~ N (u1,0?), then Prob[z > p+®~1(1—
a)o] = « from definition. Thus Prob[z > 1] < « if and only
if u+® 11 -a)o <. |

Given the violation probability a, let 3 := ®~1(1 — ).
Thus, from Lemma 1, we say a packing strategy is feasible

for a given « if and only if >, ;5 pi + B: [>icvio? <1
for all bin j. In this paper, we only consider the case that

a < 0.5 and 8 > 0. In order to make sure that there exists
a feasible packing for a given a, throughout this paper we
assume that each item should be able to be packed into one
bin, i.e. u; + fo; <1, Vi

B. SBP v.s. Deterministic Packing

Because >,y i + B/ icyi 07 < Xsepi (Wi + Boi), if
we use constant y; + So; as the size of item 4, and reduce the
problem to the classical bin packing, obviously any feasible
packing strategy for the classical bin packing is also feasible
for SBP. Therefore,

Observation 1. The optimal number of bins used in SBP is no
greater than the optimum of a classical bin packing problem
with p; + Bo; as the size for item 1.

Since SBP only requires pi; + 1 4 31/07 4+ 07 <1 when
item ¢ and item 5 are packed in one bin, the required bins by
simply fitting into the classical bin packing problem may be
much larger than the optimum of SBP. We provide an example
to illustrate this difference. N
Example 1 Let n = 160 and z; <" N(Z, (1)) for all i.
a=0.0013, and B =P (1 —a) = 3.

Since p; = %, o = 12—4 for all 7, and 16 x 42—1+3><\/E><
% = 1, then each bin can pack exactly 16 items. For 160
items, the optimal strategy is to pack them into 10 bins.

If we use p; + So; as the size of item ¢ and treat it as a
classical bin packing problem, since 2 43 X 13; = 125, then
each bin can pack at most 9 items. Thus, the best strategy is
to pack 9 items in each bin, which results in using 18 bins.

In general, if we directly fit into the classical bin packing
problem with sizes u; + 80, even if we could solve the NP-
hard problem and find the minimum bin number, this value
might still be much larger than the number of bins that are
indeed needed for SBP.

C. Equivalent Sizes Vary under Different Packing

In fact, for items that can be packed in one bin with U as
the set of indices, we have

12wt B D or=3 | m+
ieU €U €U

(Boi)?

A/ 0'.2
of item ¢, which in general %é;tén(lis on other items packed
together. In a special case that o; = 0 or 8 = 0, the equivalent
size reduces to u;, which does not depend on the size of other
items and coincides with the classical case. However, when
o; # 0 and B # 0, the equivalent size changes if the items
that are packed in the same bin changes. For example, if item
7 is the only one in a bin, then its equivalent size achieves
the maximum, which is p; + Bo;. If item ¢ is packed in the
same bin with some item having a non-zero variance, then the
equivalent size is strictly less than p; + So;.

Note that in the classical bin packing problem, the number
of bins used is indeed the sum of the item sizes plus the
sum of the residual capacity of each bin. Since the item size
is fixed, we only need to pack each bin in a compact way
so as to reduce the residual capacity of each bin. However,
in our problem setup, reducing the residual capacity does not
necessarily reduce the number of bins used since the equivalent
size can change. Let us first consider a simple example.
Example 2. Let n = 35, a = 0.0013, 8 = 3. There are
three types of items:(1) z; i N(1/6,1/324), Vi =1, ..., 4,
@) z; “KY N(1/12,1/1296), Vi = 5,...,13, and (3) z; =
1/3 —/3/6, Vi = 14, ..., 35.

Since 4 x £ +3x V4% & = 1, then the first four items can
fit into one bin. One can check that the next nine items can
exactly fit into one bin. Since 22 x (3 — ?) ~ 0.9825 < 1,
then the rest twenty-two items can be packed in one bin. This
strategy uses three bins and there is no residual capacity in
two bins. One can also check that this strategy is also optimal
since that there is no way to pack all the items into two bins.

If we pack two items in the first type and four items in
the second type and one item in the third type together, one
can check that they can just fit into one bin with no residual
capacity. If two bins are packed in this way, then we have one
item in the second type and twenty items in the third type left,
which cannot fit into one bin. Therefore, even though the first
two bins are fully packed, we need four bins in this strategy.

(Bai)?
ﬁ\/ ZieU o?

as the “equivalent size”

e

Thus, we can view u; +



Algorithm 1 Group packing algorithm for items with means
choosing from a finite set
Initial: ¢, = 0 for all k,h
1 Each item ¢ (+ = 1,...,n) belongs to a group Gy for
some k € {1,....,m}, h e {1,..., Wy}
2 If item ¢ fits into the current Gy, bin, the pack it.
3 Otherwise, tin, = txn + 1, open a new Gy, bin to pack
item 4, and make it the current GG, bin.

As shown in the example, it is the variation of equivalent
size that leads to different packing results. Since the equivalent
size is larger in the second strategy than the first one, even
though there is no residual capacity, we cannot fit them into
three bins. Therefore, in order to reduce the number of bins,
we need to (1) reduce the residual capacity and (2) reduce the
equivalent size at the same time while packing items.

Since the equivalent size of item ¢ depends on other items,
we provide its upper bound and lower bound that only depend

on y; and o;. From (1), we have f3 ZieUaf < 1-

(Bo4)? (Bo:)?
> icu Mi < 1 —py, therefore, pu; + ﬁ\/ﬁ > it o

where the righthand side only depends on p; and o;. Let

9(p,0) = p+ (B0)*/(1 — p), )
then we have

(Boi)?

(i 0) < s+ — 2
5\/ ZiEU o5

In later discussion, we will use the two bounds in (3) to
characterize the equivalent size of item ¢.

< ;i + Bo;. 3

IV. A SPECIAL CASE: FINITE POSSIBILITIES OF MEANS

In this section we consider a special case that the means
of all items are from m distinct values ey, es,...,e,, with
er € (n,1) (n > 0). While m is a constant, n, the number
of items, can grow to infinity. We will provide an online
packing algorithm, and prove that it can achieve a worse case
performance ratio of v/2+1. The result is slightly better than in
the general scenario in Section V. Besides, the algorithm and
the analysis technique used here are the basis for the general
scenario.

We first describe the algorithm (see Algorithm 1). In the
algorithm, we divide items into different groups according to
their means and variances, we then pack the items in the same
group by Next Fit [4]. Specifically, we keep one active bin
for each group. If the current item cannot fit into the active
bin, we open a new bin and make it active. For items with
the same mean e, (k = 1,...,m), the standard deviation is
no greater than (1 — e;)/f from previous assumptions. We
divide them into Wy (= |1/er] < [1/n]) groups according

to their variances. If u; = ey, and o; € (175(}1%)16’“, 1;\}}%’“]

(h=1,...,W;—1), then we say item 7 belongs to group Ggp.

If 1; = ey, and 0; € [0, I;\%%k ], then item ¢ belongs to group
Gka .

Let tx, be the number of bins used by Algorithm 1 to
pack the items in group Gy, then the total number of bins
used is B := 31", ST% . Since the item classification
can be done in O(log(m|1/n])) time, Algorithm 1 runs in
O(nlog(m|1/n])) time. For given m and n, it takes O(n)
time. Since there are at most m|1/n| active bins at any time,
the algorithm takes m|1/n| storage space to store active bins.

Now we derive the worst case performance ratio of Al-
gorithm 1. If W; > 2, note that since for each item ¢ that
belongs to Gy, (h = 1,..., Wy, — 1) we have u; = e, and

) 1—(h+ler 1—heg : ; ;
o; € (76 NS ], then the total size of the items in

one bin for group Gy, follows normal distribution with mean

u = dey, and variance o € (‘/E(lﬁ;/(%)e’“), ‘/E(;\;ge’“)], where

d is the number of items in a bin. From Lemma 1, for a feasible
packing with violation probability «, we want pu + So < 1.
If d = h, we have u + fo < heg + (1 — hex) = 1, and if
d=h+1, we have u+ 0o > (h+1)ep+(1—(h+1)ex) = 1.
Therefore there are exactly h items in each bin except the last
one for group Gy, (h = 1, ..., Wi, —1). For group G, , since
each item has mean e and variance no greater than 1/;\!71/,{/7% )
then there are at least W}, items in each bin except the last
one. Thus, we have the following key observation,

Observation 2. In the resulting packing strategy of Algorithm
1, there are exactly h items in each bin except the last one of
group Gy (h = 1,.., Wy —1), and at least W, items in each
bin except the last one of group Grw, for K =1,...,m.

From Observation 2, in the resulting packing strategy, for
group Ggp (k=1,....m,h=1,..., Wy —1), each item (except
those in the last bin) takes up exactly 1/h of a bin. And for
group Gy, , each item (except those in the last bin) takes up
at most 1/W}, of a bin. Thus, like in [24] we can define an
effective occupation f(u, o) as follows

1 . 1—(h+1pu 1—hu
fo) =5 i et <o<
for some h € {1,...,[1/u]} 4)

f(ui, 0;) can be roughly interpreted as the fraction of a bin
that is occupied by each item ¢ in the packing strategy of
Algorithm 1. In fact, the effective occupation f(u, o) is very
important for the performance analysis of the algorithms in
this paper. Given violation probability «, let OPT denote the
number of bins used by the optimal strategy. Define S to be
the set of all the possible item subsets that can fit into one
bin such that the violation probability for the bin capacity is
at most q, i.e.,

S={Uc{l,2,..n} | Y m+B > o?<1} )
weU ieU

Now we can state a general lemma which will be used both
here and in Section V for algorithm analysis.

Lemma 2. Given «, a list of items L = (1,9, ..., x,) with
x; ~ N (u;,0?) are packed into B bins. Let U7 be the set of
indices of items in bin j. If there exists function f such that



for every bin j except Q bins (QQ does not depend on n),

Z f(pi,00) > 1,

i€UI

(6)

and let r* := maxyes ey f (1, 0i), where S is defined in
(5), then we have

B <r*OPT + Q. @)
Moreover, when OPT go to infinity,
lim B/OPT <r* )
OPT—o00

Proof: Since (6) holds for B — @ bins, then B — Q <
S, f(ui,00). It follows from the definition of r* that
> 1f(,uhal) < r*OPT. Then we have (7) by combing
the above two inequalities. (8) follows if we let both sides of
(7) divide OPT and let OPT go to infinity. ]

Since it is hard to directly compute r*, we will next give
an upper bound which is also an upper bound for the worst-
case performance ratio of Algorithm 1. Since D, pi +

B\/m <1 for every U in S, we know

r* < max ZiEU f(:umaz) M

- Ues D M +Bm iev 91, 04)
eU

< maxmax M = max
ves ieU g(ui,0;) i

< max

f(ﬂiv Gi)
9(pi, i)’
where g is defined in (2), the second inequality follows from
(3) and the third holds since f and g are always positive.

Now consider the effective occupation f defined in (4). For
group Gip (k=1,....m, h =1,..., Wy —1), Algorithm 1 uses
trp, bins, and for each bin j except the last one, one can easily
check that ), ;5 f(pi,04) = 1. In group Gy, , we have that
> icus f (i, o) > 1 for each bin j € {1,.., txw, — 1}. Thus,
the assumption of Lemma 2 is satisfied with Q < >, W,
where Y, W}, accounts for the total number of possibly
unfilled bins in all the groups. Therefore, from Lemma 2 and
(9), and e, > n Vk, we have

€))

B<r OPT—I—Z Wi < maxM

OPT+m|>]. (10)
= it g(pis 00) U

L1496 e state

Now the question is how to estimate max; Tlaio)

an important lemma for £ Eﬁ Z; .

|1/p], we have

Lemma 3. Forall h=1,...,

. flp,0)
RE©,1),0€[0, ”“19(% o)

(11)
where f and g are defined in (4) and (2), and \(h) strictly
decreases as h increases. Specially,

0)/9(u;0)) < V2+1. (12)

max
Jmex (f(u,

Proof: We study f(u,0)/g(u, o) in three different cases.

< Ah) = (2h2(,/hL+1—1)+h) "

() If > 1/2, then f(u,0) =1, and g(p,0) = p+ 02 /(1 —
w) > 1/2. Therefore, f(u,0)/g(p,0) < 2.

(i Ifu<l/2ando € (1;@%’ 1[;\;%”] for some % belongs

to {1,2,...,|1/u] — 1}, then f(u, o) = 1/h. Therefore,
fp,0) (1= (h+Dp)?* -1
so) < MG )
2 h? 2\~1
= (h(l—p&)-ﬁ-m—‘rh—Zh)
< (2r*(Vh/(h+1)=1)+h)"" (13)

where the last inequality holds from the fact that h?(1 — p) +

W(i/l) > 2h? T +1’ and the equality holds when y =

1 —+/h/(h+ 1). Therefore, for h = 2, ...
ax | omax (f(1,0)/9(n,0)) < AR).
o€(GURTT v

One can check that A(h) > 0 and X' (h) < 0 for all h. Then
A(h) strictly decreases as h increases. When h = 1, A(h)
achieves the maximum value /24 1. When & goes to infinity,
A(h) goes to 3.

(i) If p < 1/2 and o <

,11/p], we have

max max

1-[1/plp

IR then f(u,0) =1/|1/p],

and g(u, ) > p. Therefore, ggl’fg < Wl/uJ

Let D := [1/p], then D > 2. Besides, 1 — u < Du < 1.
Thus, 1/D > u, and 0 < 1 — Dy < pu. We claim that

(D -1)°
D(1 = p)
Since the righthand side of (14) minus its lefthand side is
(D =1)p* = (1 =Dp)*)/(1 = p) + (1/D — )
(D =1)p? = p*) /(1 = p) + (1/D = )

= (D-=2)p?/(1—=p)+(1/D —p) >0,

where the first inequality holds from 1 — Dy < p, and the
second inequality holds from D > 2, 4 < 1 and 1/D > p.
Therefore (14) holds. From (14) we have

Du > 2\/ +(D-1)—2(D—-1)

=  2D-1(J/D-1/D-1)+D-1.

Dy > (D—=1)*(1—p)+ +(D—-1)—2(D—1)2. (14)

V

(=120~ M(D 1)?
D(1—p)

Thus,
f(u,0) 1 . _ i )
o) < amija) < GO-D*(VD -1/D-1+D-1)

Combing cases (i), (ii) and (iii), we conclude that

max (f(u,0)/g(p0)) < Ah),
RE(0,1),0€[0, 104 ]
where h =1,...,|1/p]. When h =1, we get (12). |

Now we are ready to present our first main result.

Theorem 1. Given a finite set {e1,...,en} with e, € (n,1)
(n > 0) for all k = 1,...,m and a violation probability o <
0.5, a list L = (z1,...,x,) with z; ~ N(pi,02) and p; €
{e1,...,em} for all i = 1,...,n needs to be packed into the

-1



least number of bins while for each bin, the probability that
its capacity is exceeded does not exceed o. Then the number
of bins B used by Algorithm I to pack L satisfies

B < (V24 1)OPT +m|1/n], (15)

where OPT is the minimum number of bins needed. And the
worst-case performance ratio satisfies

lim B/OPT <2+ 1. (16)
n— oo

Proof: (15) follows by combing (7), (10) and (12). When
n goes to infinity, since the number of items that each bin
could pack is at most [1/7], then OPT also goes to infinity.
Since m|1/n] is also a constant, then (16) holds.
|
Note that in Theorem 1, we only assume that o; > 0 and
w; + Bo; <1 for all 4. In fact, the upper bound of the worst-
case performance ratio is achieved in the group that p < %
and o € (1\;526“ ,1 — ). If no item belongs to this group, the
upper bound can be reduced. Therefore, provided with further
constraints on p and o such that no item belongs to groups
with a large ratio H19) " \we can indeed obtain a stronger result

~ g(/J.,O’) ’
than that in Theorem 1.

Theorem 2. Same assumption as in Theorem 1. If it further
holds that for some h € ZT, hy; Jrﬂ\/ﬁai <1 for all i, then

B < A(h)OPT +m|1/n],and lim B/OPT < A(h),
n—00

where \(h) = (2h?(\/h/(h+ 1) — 1) + h)~L.

Proof: Tt follows by combing (7), (9) and (11). |

The worst-case performance ratio A\(h) strictly decreases

as h increases, and limp_, A(h) = 4/3. In practice, since
w; > n for all item 4, then h is no greater than 1/7.

V. GENERIC SCENARIOS

Section IV discussed the special case that the means of the
items form a finite set whose cardinality does not change as the
number of items increases. Here we consider the general case
that every two items can have different means and different
variances. In other words, we only assume that y; € (n,1),
o; > 0, and p; + fo; < 1 for all . For any € > 0, we provide
an online packing algorithm whose worst case performance
ratio is (1 +€)(vV2+1).

We first introduce the algorithm. Same as Algorithm 1, the
key idea is to divide items into different groups and pack items
in the same group by Next Fit. In Algorithm 1, since there are
only m possibilities for the mean, then we classify items with
the same mean according to the variance such that for different
groups, the number of items that one bin can pack is different.
Here we come across the difficulty that each item could have
a unique mean. Therefore we need to divide the items in a
different and more cautious way.

We will define a strictly decreasing sequence {cy} to divide
the means into intervals (cq, 1] and (cg41, cx] (kK > 2), and for
items with means belong to (cj1,cx], we will use {d¥, h =
1,....,m = |1/cx|} to divide their standard deviations into

intervals [df, ,dk ] and (df,dy_\J(h = 1,..,my — 1).
Then items with means in the same interval and standard
deviations in the same interval belong to the same group.
To ensure that the number of groups is finite, (1, 1) should
be covered by finite number of intervals we defined. More-
over, for interval (cy11,cx], the union of [dF, ,dF ] and
(d¥,df_|J(h=1,...,my — 1) should cover [0, (1 — cx+1)/8],
since p; + Bo; < 1 for every item 4.

We define a sequence cj together with df (h =
0,1,...,|1/ck]) as follows. Given € > 0, let r := (1+¢)(v2+

1), then ¢; = 1/r, my = [1/c1], and
1-(htDa

di = ., h=0,1,...,m; — 1. 17
N RS ! an
For k € Z* and k > 2,
1,1 1
k k—1
= (=1 /(= —1)2+4(8d 2) 18
ph=5(+ \/<hr P +4(Bd?). ()
where h =1,...,mp_1 — 1, and pf},  =1/rmy_1,
k
L = max , mi=|1/c], 19
k he{l,...,mk,l}ph k L/kJ (19)
1—(h+1)ck
di == — 7% p=0,1,..,mp — 1. 20
VATl ‘ e

We also define mo = 1, and df}, = 0 for all k > 0.

To show that this partition is valid, note that from (20), cor-
responding to an interval (cx+1, ¢k], the union of [dF, . dF, ]
and (df,df_|](h =1,...,my — 1) is exactly [0, (1 — cx)/B].
Therefore, we only need to show that (7, 1) could be covered
by a finite number of intervals induced by {c }. Formally, we

state the following lemma,

Lemma 4. For a given € > 0, the sequence {cy} defined in
(17)~(20) satisfies ¢, < cp—1/(1 +¢€), Yk > 2. Thus, {cx}
is strictly decreasing, and there exists M < —log ((\/Q +
1)n)/(log(1+¢€)) such that c;; < n, where M = max(1, M).

Proof: If k > 2, from the definition we know pf < 1
for all h = 1,...,mg_1. Then from (19) we have ¢, < 1.
Note that given d’;_l(h =1,...,mi_1), the function 7(z) =
z+ (Bd~")?/(1 — z) strictly increases on [—oc,1). One can
also check that 7(p§) = 1/(hr) with p} defined in (18). Thus,
we have z + (Bd}1)2/(1 — a) > 1/(hr) for all z € [pf, 1),
and z + (8dy1)?/(1 — z) < 1/hr for all z € [0, pf).
From the definition of ¢ in (19), we have for all z € [cg, 1),
e+ (Bdy )2/ (1 =) 2 1/(hr), Vh=1,..mp_1, 21

and for every y € [0, cg), there exists some h such that y +
(Bd;1)2/(1 —y) < 1/(hr). Let v, = cx—1/(1 + €), then in
order to prove ¢ < i holds, we only need to prove that

Yo+ (Bdy ) /(1=x) = 1/(hr),
If cg—1 > 1/2, then my_1 = 1, and d’ffl = 0. Therefore,

Yo+ (BdE /(1 =) = cr1/(L+€) > 1/r.

Vh=1,...ms_1. (22)

(23)
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Fig. 1. Grouping items according to p and o

Ifcpg <1/2,then 1 —, =1—cx1/(1+€) =1+
)(1—cp_1)+e(Fe,_1—1) < (1+€)(1—cg_1). Therefore,

1+e€
forall h=1,....mp_1 — 1,
(B~ )? (Bdy 1)
> 1+ ). 24
Tt _1+€(Ck 1+176k__1) (24)

From (13) and the arguments following it, we know that

h(e +<d57_1)2) >2h2(,/i—1)+h>\/§—1 (25)
ket 1—cxp1’ — h+1 a ’

forall ¢y—1 € (0,1/2] and h = 1, ...,mp_1 — 1. Combing (24)
and (25), we have for h=1,...,mp_1 — 1,

Yok B/ ) > (VE-1)/(h(1+0)) = 2 26)

Note that since cx—1 < 1/2, then cx_1mg—1 > cr—1(1/ck—1—
1) >1/2 > /2 — 1, thus,

V2+1 1

= . 27
(1 + E)mk,1 Mp_1T @7

Ck—1
>
e = 1+e€

Combing (23), (26) and (27), we have that (22) holds,
therefore ¢, < ¢,_1/(1 + €).Then, ¢ < (1/(1 +¢€))F1e; =
(V2—=1)(14€)F. Ifn>+/2—1,then ¢; <n.If n < v2—1,
then Cys < 0. Therefore, c;; <. [ |

If we further let co = 1, then (n,1) C UM (ck, cx—1] with
M defined in Lemma 4. Item i belongs to group ékm;ﬁl
if ;i € (ck,cp1](k = 1,...,M), and o; € [0,d; " ] It
belongs to group G if i € (cg,cr—1] and o; € (dffl, dﬁj]
(h=1,...,mg_1 —1). Since k < M, and my, < |1/n] for all
k, then there are at most M |1/n| groups. Figure 1 illustrates
how to divide items according to the mean and the standard
deviation. We briefly summarize the packing strategy in Algo-
rithm 2. Since the classification takes O(log(M |1/7])) time
for each item, Algorithm 2 runs in O(nlog(M[1/7])) time.
Since there are at most M |1/n] active bins at any time, the
algorithm takes M |1/n] storage space to store active bins.

Algorithm 2 General group packing algorithm

1 Keep one active bin for each group Grn.

2 For each item, decide which group it belongs to. If it fits
into the current bin for that group, then pack it. Otherwise,
open a new bin and make it the current bin for that group.

Let t, denote the number of bins used to pack items
in group ékh, then the total number of bins used is B :=
Z;@M:l S h "t . We have one main result as follows,
Theorem 3. A list L = (x1,...,x,) with z; ~ N(u;,07)
(u; € (n,1)) needs to be packed into the minimum of bins, such
that for each bin, the probability that its size is exceeded does
not exceed a given probability o. For any € > 0, Algorithm 2
with {cx} and {d}} defined in (17)~(20) produces a feasible
packing strategy with the number of bins B satisfying

B< (146 (V24 1)OPT + M|1/n],

where OPT is the minimum number of bins needed. And the
worst-case performance ratio satisfies

lim. B/OPT < (14 €)(V2+1).

(28)

(29)

Proof: Since for any item ¢ in group Grns i < cip—1 and
o; < d],jj, then the total size of h items in group G, follows
N (u,0%) with g < heg_1 and o < \/Edﬁj. Since p+ fo <
hep_1+ ﬁ\/ﬁdﬁ_l = 1, then there are at least A items in one
bin except the last bin for group Grn. We define the effective
occupation f (1, 0) such that f (i, 00) = % if item 7 belongs
to Ggp (kK =1,....M, h = 1,...,mg_1). For each bin j of
group G, except the last bin, let U7 denote the set of indices
of the items in this bin, then ) ;_;; f(4:,03) > 1. Then from
Lemma 2, we have
B <#OPT + M|[1/n), (30)
where M |1/7] accounts for the total number of possibility un-
filled bins in all the groups, and 7 = maxyes ) ;s fl(/% 0;)

with S defined in (5). From (9), we have 7 < max; £524,
where g(u,0) is defined in (2). }

For any item ¢ in group Ggp, (kK = 1,..,.M, h =
1,...,mg_1), we have u; > ¢ and o; > df;l, thus,
9(uiy00) = i+ (Boi)? /(L = pi) = e + (Bdy1)? /(1 = e)

2
=cr+ (1= (h+1)cp-1)/((h+1)(1 —cx)) = 1/(hr),
where the last inequality holds from (21). Then
Fluiy00)/g(pisoi) < 1/r = (1+€)(V2+1).
Since for every item ¢, (31) holds, then

r* < max (f(pi,00)/9(pi,00)) < (L+€)(V2+1). (32)

T~heref0re, (28) follows from (30) and (32). Since given e,
M |1/n] is a constant, and OPT goes to infinity as n goes to
infinity, then (29) follows.

€Y



We remark that if we define {cx} as ¢ = cx—1/(1 + ¢€)
instead of (19), and modify Algorithm 2 accordingly, Theorem
3 still holds. However, compared with the current algorithm
with (19), the items are divided into more groups if we make
this change, which could lead to more unfilled bins. Thus,
Algorithm 2 with {¢x} and {d} defined in (17)~(20) has a
better practical performance.

In the analysis of Algorithm 1 and Algorithm 2, since it is
hard to compute r* and 7* directly, we use their upper bounds

max; 7?; ((ng‘g (for 7*) and max; 7£ Eﬁl?; (for 7*) instead.
However, since these upper bounds are in general loose, the

worst-case performance ratio we obtained are also not tight.

VI. EXTENSION TO VARIABLE-SIZED BINS

Here we extend to a more general case that there are ¢ > 1
kinds of bins with different capacities 0 < a; < g < ... <
oy = 1, and there are an inexhaustible supply of bins of each
size. Then for a given list L of items, and a given violation
probability, we want to minimize the total capacities of the
bins used to pack L. Let OPT, denote this minimum total
capacity. We also consider packing L using only unit-capacity
bins like what we discussed previously and let OPT denote
the minimum number of unit-capacity bins needed. Then one
can easily check that OPT, < OPT.

Theorem 1 established the relation of the number bins B
used by Algorithm 1 and OPT in (15) and (16). Theorem
3 established the relation of the number of bins B used by
Algorithm 2 and OPT in (28) and (29). Here we claim that
(15-16) and (28-29) still hold if we replace O PT' with OPT,.
In other words, even if the optimal strategy can choose bin size
for each bin, the worst-case performance ratio of implementing
Algorithm 1 and Algorithm 2 with unit-capacity bins do not
change. This result follows from the following lemma,

Lemma 5. Given «, a list of items L = (21,9, ..., x,) with
x; ~ N(ui,o0?) are packed into B bins. Let U’ be the set
of indices of item in bin j. If there exists function f such
that for every bin j except Q bins (Q does not depend on n),
Yicvs fi, o) > 1, and g is defined in (2), then

B < m?‘x (f(/J’la UI)/Q(IM&’ ai))OPTU + Qa

Proof: Note that B — Q < > | f(ui,0;) from as-
sumption. Since the maximum possible bin size is 1, then
g, 0;) is still a lower bound of the equivalent size of item
1, i.e. (3) still holds. Thus, Z?zl g(pi,0:) < OPT,. Then,

B <YL, f(piy00) + Q < max; LERI(STE (i, 0,)) +
Q < (f(pir0i)/9(pi,04))OPT, + Q. [
Then using the same analysis in Section IV and combining

Lemma 3 and Lemma 5, we conclude that
B < (V2+1)OPT, +m|1/n],

where B is the number of bins used by Algorithm 1. One can
compare this result with (15). Similarly, for the number of bins
B used by Algorithm 2, following the analysis in Section V
and Lemma 5, we have

B<(1+¢)(V2+1)OPT, + M|1/7).
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Therefore, the worst case performance bounds we obtained for
Algorithm 1 and Algorithm 2 still hold for the general problem
of packing random variables with variable-sized bins.

VII. NUMERICAL RESULTS

We use traffic dataset from global operational data centers.
Details of this dataset are provided in [27]. We compute the
mean and variance of the traffic rates for about 9K VMs in
a six-hour period. In our simulations, we assume these VMs
are consolidated onto servers equipped with 1 Gbps Ethernet
card. The capacity violation probability is = 0.01, thus
we have § = 2.3263. The number of servers used by the
proposed group packing algorithm, i.e., Algorithm 2, is 421.
For comparison purposes, we also implement the HARMONIC
algorithm [24] (with M=12), a popular online algorithm for
the classical bin packing problem. To guarantee the actual
violation probability does not exceed «, we use u;+S0o; as the
bandwidth requirement for VM ¢ when HARMONIC is tested.
In this test, the number of servers used is 609. Comparing the
proposed algorithm and HARMONIC, the proposed one re-
duces the required servers by 30%. If we are less conservative
and use p; + 1.20; as the bandwidth requirement for VM 1,
then the number of servers used is 402, which is comparable
to the number used by Algorithm 2. However, the violation
probability in this case exceeds « for some servers. We then
draw 10000 samples from the obtained distributions for all



the VMs and calculate the empirical violation probability for
each server in differen schemes. As shown in Figure 2, both
our algorithm and HARMONIC with i+ S0 as VM size can
guarantee that for each server, the violation probability does
not exceed 0.01, while in the HARMONIC case with p+1.20
as VM size, the violation probability exceeds 0.01 in about 17
percents of the servers.

Next, we generate random samples and pack them with four
different algorithms: Algorithm 2, HARMONIC, FFD and FF.
We increase the number of items to pack from 2000 to 20000.
Given o = 0.0228 and [ = 2, we let the distribution of the
size of item i follow N (p;,02) with p; and o; satisfying
w; + Bo; < 1. Algorithm 2 packs the distributions, while
HARMONIC, FFD and FF take u; + So; as the size of item 1.
We also find a lower bound of the minimum number of bins
needed (OPT) as follows. We use FFD to pack items with
g(i,0;) as the size of item ¢ and let B be the number of bins
used. Since the minimum number of bins needed g(u;,o;)
(i =1,...,n), denoted by OPTy,, is less than OPT, and the
FFD algorithm guarantees that B < - OPT, + 1([36]), then
2(B—-1) < OPT, < OPT, and 2(B — 1) is a lower
bound of OPT. Figure 3 compares the number of bins used
by the four algorithms. The result for each n is averaged over
1000 runs. All the algorithms can guarantee that the violation
probability does not exceed 0.0228. The result shows that the
number of bins used varies significantly: Algorithm 2 uses the
least among the four, and is within 1.6 times optimum.

VIII. CONCLUSION

Most traditional VM consolidation schemes only consider
CPU, memory and disk constraints, and solve a bin packing
type of problem by making a deterministic estimate of resource
demands. This paper studies VM consolidation problem when
network devices in data centers impose bandwidth constraints.
Because of the dynamic nature in data center traffic, we formu-
late the VM consolidation as a novel Random Variable Packing
problem which models the bandwidth demands of VMs as
probabilistic distributions. Such a probabilistic approach better
captures the uncertainty in network bandwidth demand than
the traditional deterministic model. We propose an approxi-
mation algorithm and prove its worst-case performance ratio
of (1+¢€)(v/2+1) for any € > 0. The ratio is further improved
to V2 +1 in special cases. We demonstrate with numerical
experiments that the proposed algorithm saves many servers
without violating the server capacity constraints. Due to the
generality of the defined RVP problem and the algorithm, the
results in this work can apply to the VM consolidation problem
for other resource types and beyond. SBP with general item
size distributions is interesting to explore.
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