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Abstract—This letter presents an analysis of a non-sinusoidal 

response from a transmission-level photovoltaic (PV) solar power 

plant triggered by a local line outage in Dominion Energy’s power 

system. The uniqueness of this response resides in the fact that its 

critical component is non-sinusoidal, and unlike typical scenarios, 

it does not stem from conventional nonlinear power system 

dynamics. It is also demonstrated how careful and systematic 

analysis of synchrophasor measurements in the plant, through 

time-series analysis techniques, can help illuminate the underlying 

mechanism leading to the atypical response observed.  

 
Index Terms—ambient data, control interactions, inverter-

based resources, synchrophasors 

I.  INTRODUCTION 

HE increasing penetration of inverter-based resources 

(IBR) has resulted in unprecedented dynamic performance 

[1] challenges. These mostly stem from the fact that both IBR 

plant and inverter controllers are set with fixed parameters that 

are not updated regularly to adapt to grid operating conditions 

that may lead to unforeseen interactions with the grid, both in 

the case of PV [2] and wind [3], which usually come to surface 

during outage seasons [1]. Furthermore, the fact that most 

utilities lack transparent plant models for solar facilities makes 

it difficult to assess and predict these issues, leaving them with 

measurements as their only recourse for analysis. In this regard, 

spectral analysis techniques [4], [5] have greatly enabled data 

driven continuous monitoring of power system dynamics due to 

the fact that power systems operate most of the time under 

normal conditions and may therefore be well approximated by 

linear models estimated solely from measurement data. These 

techniques analyze measurements in the frequency domain, 

where power system dynamics are distinguishable, and 

furthermore separable with the help of filtering, to enable 

targeted analysis of the phenomena of interest. In the present 

work, we exploit these approaches to analyze the root cause 

behind an atypical solar PV response.  

II.  OVERVIEW 

A.  Subsystem Under Analysis 

The study subsystem consists primarily of 115 kV 

substations as depicted in Fig. 1, along with pre-event line flows 

obtained from measurements in per unit. The source of the 

atypical response to be analyzed is substation C, which is a 74.9 

MW ±25 MVAR transmission solar plant. The MW PID 

control tracks a manual set point, curtailed by expected 

maximum output (based on irradiance) and a ramp rate limit of 

8 MW/min. Regarding the VAR control, the plant can operate 

in PF, Q or AVR mode with Q limits set based on ± 0.95 PF 

and a ramp rate limit to ensure smooth transition between those 

modes. It is connected to the rest of Dominion Energy’s power 

system through substations B and A. The shortest electrical path 

from C to the 230 kV network is through Substation B, which 

is directly connected by a short line to a 115/230 kV substation. 

The closest conventional generating unit is a 95 MW hydro 

plant that is connected through Substation A. In Fig. 1, 115 kV 

lines are colored red while 230 kV lines are blue. 

Synchrophasor measurements (i.e., PMU data) are available 

from the digital fault recorders (DFR) at Substation C on the 

high side of the PV plant, Lines C-A and C-B, and at Substation 

A. The DFR specifications are as follows: sampling rate of 

point on wave data is 4800 Hz, which is filtered and down 

sampled to 960 Hz from which 60 Hz phasors are estimated. 

These phasors are then down sampled to 30 Hz and reported. 

 
Figure 1. Study Subsystem Single Line Diagram. 

B.  Non-Sinusoidal PV Response Event 

In Feb 2021, Line C-B was taken out of service during a 

planned maintenance outage around 16:01:56, which resulted 

in a slow, sustained, and square-like response in the voltage 

magnitude of about ± 3% from the nominal voltage at C as 

shown in Fig. 2 (in red). This response lasted for about 100s 

during which the operator had decided to take the solar plant 

offline but did not. Luckily, as soon as line C-B was connected 

back to service (around 16:03:21), the atypical response 

vanished. In Fig. 2, the outage period is shaded light gray. The 

plant's MW output was also manually reduced during this 

period, perhaps to mitigate the issue, and then restored. 

 
Figure 2. Substation C Solar Response During an Outage. 
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III.  ANALYSIS RESULTS 

A.  Characterization of Dynamic Behavior 

In general, it is common to find several dynamic phenomena 

in addition to those of interest in real-world power system 

measurements. Therefore, to narrow down the scope of the 

analysis, it is necessary to determine the timescale interest. To 

this end, first, a time-frequency plot of Q output of solar (see 

Fig. 3) for the time period in Fig. 2 using the continuous wavelet 

transform (CWT) [6]. Note that unlike short term Fourier 

transform (STFT), in the CWT the wavelet basis elements 

usually correspond to a frequency band, which could be wide, 

to balance time-frequency resolution. Therefore, the y-axis 

represents the center frequency of the corresponding frequency 

band and not necessarily the conventional frequency 

bandwidth. Here, one can see a relatively high signal power in 

0.03-0.05 Hz under pre-event and post event ambient 

conditions, where the previously introduced atypical response 

of the plant is in the same frequency band, though at a slightly 

lower frequency, hinting towards a relationship. The reason 

behind this is that the spectral characteristics of ambient data 

are typically very similar to those of the impulse or step 

response for stable dynamics. However, the modal 

characteristics are typically dependent on the conditions of the 

system. As a result, the response to a major system change (in 

our case, a line outage) will not always match the pre-event 

ambient response because the pre and post-event systems are 

different, as seen here where the event is at the lower end of the 

frequency band. Here, we do not know the spectral 

characteristics to expect during the event (line outage) because 

we don't have ambient dynamics for the line outage period. 

Fortunately, once the line was restored to service after the event, 

there were two periods (labeled in the middle of Fig. 3) where 

the event response of the plant was seen, like the outage event, 

though not accompanied by drastic system changes, such as a 

line outage. As we can see, the spectral characteristics of 

ambient dynamics and these two responses matched, indicating 

that all these responses were caused by the same underlying 

phenomenon (observed under ambient conditions). 

 
Figure 3. Time-Frequency Representation of the Solar PV’s Reactive Power. 

Next, we contrast the pre-event (15:55-16:00) and during-

event (16:02-16:04) power spectral density estimates [4], as 

shown in Fig.. 4, to take a closer look at the phenomenon of 

interest. Observe that both time periods are characterized by not 

only a dominant frequency in the 0.03-0.05 Hz range (as seen 

before), but also its odd integer multiples. Furthermore, as seen 

before in Fig. 3 the event period is marked by a decline in its 

frequency, from 0.04-0.05 Hz to 0.033 Hz, as shown by a 

significant increase in the power spectral density (PSD) value. 

Now, the spectral characteristics of the culprit dynamics present 

only odd integer multiples of the fundamental frequency, which 

is typical of square waveform-like characteristic. Expanding the 

definition of an oscillatory mode to incorporate such behaviors 

as in [7],  these dynamics are referred to as a generalized mode.  

 
Figure. 4 PSD Estimates. 

In addition, note in Fig. 4, that the same mode is only 

observable in the reactive power output (Q) and voltage 

magnitude (V) of the plant and not in the active power output 

(P). This indicates that the unwanted dynamics observed are 

related to the voltage control system of the PV plant. For P, it 

simply tracks the maximum power point, which is typical of 

field installations.  

B.  Explaining the Non-sinusoidal Response 

In this section, we explain the ‘square wave’-like 

characteristics of the mode of interest. These usually occur 

when non-linearities such as controller saturation are involved, 

which could be a possible explanation. However, note that the 

same square-like response persists as the system is stabilizing 

to equilibrium, and therefore it is unlikely to be large signal-

type behavior. Because the phenomenon of interest was 

identified to be of Q-V type, we narrow our analysis to those 

signals to understand the underlying mechanism.  

 
Figure 5. Q and V at Solar during the switching of Line C-B.  

First, we analyze the PV plant’s response due to the 

switching of Line C-B at 16:01:53 and 16:03:23 in Fig. 5, which 

resulted in a step change in the voltage at the solar plant. One 

can see a momentary jump in Q along with V, with Q quickly 
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returning to its pre-transient value and staying there for some 

time. This means that the inverter does not necessarily regulate 

V but is tracking Q, which is set by the plant controller (referred 

to from now on as the master controller) and not the inverter 

itself. This is not surprising since, based on prevailing industry 

practices [8], there is usually a hierarchical control scheme with 

the power plant controller operating at slower time scales 

compared to the internal inverter control loops. Note here that 

the Q tracking dynamics are fast and well damped, making it 

difficult here to estimate them accurately [6].     

Once the voltage at the solar plant jumps to a new value after 

switching, a quasi-steady state is momentarily attained for 

~10_s after which the master controller changes the Q setpoint 

to respond to the change in V, which indicates the existence of 

a large communication delay/lag. Now, only if this holds true 

for ambient conditions, too, it is possible to assert with certainty 

that a communication delay exists in the Q-V control loop of 

the master controller. Unfortunately, the luxury of visual 

inspection is not available for ambient conditions and given the 

lack of information about the control scheme in this specific 

facility, we need to develop a framework to test this hypothesis. 

Before proceeding, we first preprocess the signals by centering, 

detrending, applying a low pass filter and down sampling then 

to a 0-1 Hz range with sampling rate 2 Hz, to retain only the 

dynamics of interest. Next, we represent the Q-V control loop 

modeled using an ARX (𝑛𝑄 , 𝑛𝑉) model structure [9] with output 

Q and input V owing to the prevalence of linear controllers, 

particularly PI type used in power systems, the model can be 

described as, 
𝐻(𝑧)𝑄(𝑡) =  𝐺(𝑧)𝑉(𝑡) + 𝜖(𝑡) (1) 

where, 𝑧 ∗ 𝑥(𝑡) = 𝑥(𝑡 + ∆𝑡), ∆𝑡 = 0.5 𝑠, 𝐺(𝑧) =
∑ 𝑔𝑘𝑧−𝑘

𝑘=1:𝑛𝑉
, 𝐻(𝑧) = 1 − ∑ ℎ𝑘𝑧−𝑘

𝑘=1:𝑛𝑄
 and 𝜖(𝑡) is 

Gaussian white noise. Here, an input-output delay of 𝑛𝑑𝑒𝑙𝑎𝑦 ×

∆𝑡 seconds will result in 𝑔1 = 𝑔2 … 𝑔𝑛𝑑𝑒𝑙𝑎𝑦
= 0, which we aim 

to infer from the model’s response. To do so, we adopt the 

Granger causality test [10], which uses statistical hypothesis 

testing to infer whether the future values of a time series (Q) 

can be estimated by the past values of another time series (V). 

In this work, it will be done through the following series of F 

tests on the ARX model in (1),  
For 𝑛𝑉 = 1: 𝑛𝑚𝑎𝑥 

𝐻0: 𝑔1 = 𝑔2 … 𝑔𝑛𝑉
= 0  

𝐻𝑎: ∃𝑖 ∈ [1, 𝑛𝑉] 𝑠. 𝑡. 𝑔𝑖 ≠ 0. 

(2) 

Fig. 6 shows the F test p values for different values of input 

𝑛𝑉 lags in seconds (𝑛𝑉 × ∆𝑡) along with the type 1 error rate 

𝛼 = 0.05 threshold (shown by black dotted line) for both pre-

event ambient data and during event data. It can be seen in both 

cases that the delay terms in V of up to 10 s correspond to very 

high p-values meaning that they can be omitted from the model. 

However, p-values become significantly low for an 11 s delay, 

which shows strong evidence in the measurement data to safely 

reject the null hypothesis in favor of an alternate hypothesis: 

higher delays in V of 10-12 s are significantly useful in 

explaining Q.  In other words, there is an input-output delay of 

10 - 12 s with at least a 95% certainty.  

Now, the fundamental frequency of the dominant dynamics 

was in the 0.03-0.05 Hz range, which corresponds to a time 

period of 20-33.3 s. In comparison, twice of the ‘inferred’ 

controller delay based on the above test is 20-24 s, which is at 

the lower end of this range. This is not a coincidence, as will be 

demonstrated through an example simulation. It will also show 

how the existence of a lengthy delay can cause a response that 

resembles a square wave. Note that this is only a proof of 

concept and in no way an attempt to reconstruct the oscillation 

event precisely via simulation, which is difficult to accomplish 

in practice due to a lack of adequate models for the PV plant 

and the rest of the grid. 

 
Figure 6. Granger Causality Results Q vs. V 

Proof-of-Concept Simulation: Fig. 7 shows a PI type voltage 

controller with feedback delay to approximately recreate the 

inferred controller setup at the PV plant connected to 

Dominion’s grid. The PV dynamics are assumed to be fast and 

stable and therefore represented by the algebraic equation 𝑄𝑟 =
𝑄. Since the plant dynamics are extremely slow, response of the 

grid to them is modeled with the static load curve 𝑉 = 𝑎0 +
𝑎1𝑄. The gains of the PI controller gains are arbitrarily set to 

𝑘𝑝 = 6 and 𝑘𝑖 = 0.02 with the voltage setpoint 𝑉𝑟 = 1.02 pu. 

The data sampling rate is set to 2 Hz / ∆𝑡 = 0.5 𝑠 with a 

measurement delay of 10 s (based on minimum inferred delay 

in the real system) or 𝑛𝑑 =
10

1/2
= 20.  

 
Figure 7. Control Diagram 

 
Figure 8. Simulated Square Wave Resulting from Large Delays 

The event being simulated is a momentary change in the 

system operating curve parameters (𝑎0, 𝑎1), to mimic a line 

tripping. The controller response is shown in Fig. 8 where the 

event period is shaded gray. During the event, the system 

becomes more sensitive to Q injection, resulting in a non-

sinusoidal square-like response triggered by a jump in V at t = 

30 s. This behavior starts to vanish when the event ends at t = 

85 s, eventually converging to the equilibrium around t = 125 s. 

This shows how a change in the grid’s operating conditions 

along with large delays in control loops can result in such 

atypical response, similar in nature to what was observed in the 
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real-world data in Fig. 2. Finally, we vary the measurement 

delay from 10-15 s and plot the spectral estimate from 𝑄 

response of the controller for the same event in Fig. 9. In this 

case, the frequency of the dominant dynamics is equal to 
1

2×(𝑡𝑖𝑚𝑒 𝑑𝑒𝑙𝑎𝑦)
.    

 
Figure 9 Effect of Delay on Dominant Frequency 

IV.  CONCLUSIONS 

In this paper we present an atypical square wave-like 

characteristic response from a solar PV plant in the Dominion 

Energy service territory. Despite the lack of dynamic models, 

this work goes beyond traditional mode quantification by 

presenting a data-driven synchrophasor analysis to understand 

the root cause. Long feedback delays in the plant voltage 

controller were found to be the culprit, rather than the PV 

inverter controls themselves. Finally, the findings are 

demonstrated by a simulation of the mechanism.   
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