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a b s t r a c t

BabelFish (BF) is a real-time data mediator for development and fast prototyping of synchrophasor
applications. BF is compliant with the synchrophasor data transmission IEEE Std C37.118.2-2011. BF
establishes a TCP/IP connection with any Phasor Measurement Unit (PMU) or Phasor Data Concentrator
(PDC) stream and parses the IEEE Std C37.118.2-2011 frames in real-time to provide access to raw
numerical data in the LabVIEW environment. Furthermore, BF allows the user to select ‘‘data-of-interest’’
and transmit it to either a local or remote application using the User Datagram Protocol (UDP) in order to
support both unicast and multicast communication.

In the power systems Wide Area Monitoring Protection and Control (WAMPAC) domain, BF provides
the first Free/Libre and Open Source Software (FLOSS) for the purpose of giving the users tools for fast
prototyping of new applications processing PMUmeasurements in their chosen environment, thus liber-
ating them of time consuming synchrophasor data handling and allowing them to develop applications
in a modular fashion, without a need of a large and monolithic synchrophasor software environment.

© 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Synchrophasormeasurements fromPhasorMeasurement Units
(PMUs) are currently being utilized to deploy various Wide Area
Monitoring, Protection and Control (WAMPAC) Applications [1,2].
PMUs provide high resolution, time-synchronized voltage phasors,
current phasors and frequency measurements that conform to the
IEEE Std C37.118.1-2011 requirements [3]. PMUs stream out these
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synchrophasor measurements by using the synchrophasor data
transmission format defined by the IEEE Std C37.118.2-2011 [4].

1.1. Motivation

The synchrophasor data transmission protocol governed by
IEEE Std C37.118.2-2011 [4] is an application level proto-
col [5]. Synchrophasor measurements, once packaged as IEEE Std
C37.118.2-2011 frames [4] and transmitted using Transmission
Control Protocol (TCP)/IP [6], appear as bytes of data at the re-
ceiving end. In order to translate these bytes of data into useful
and computable information, an IEEE Std C37.118.2-2011 protocol
parser is required.
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Currently synchrophasor measurements are available inter-
nally in PDC software, which may have built-in processing tools
adaptors or extension capabilities. OpenPDC [7] for example al-
lows development of new algorithms that exploits PMU data, but
requires high proficient programming (.Net, Java, C++) [8] and de-
velopment skills that the target audience (electrical power systems
engineers, prominentlyMSc level students) are not equippedwith.

The synchrophasor data mediator presented in this article
named BabelFish Engine (BFE), is a real-time IEEE Std C37.118.2-
2011 protocol parser developed entirely in LabVIEW environ-
ment [9]. BFE is a part of BabelFish (BF) tools which are developed
in-house by SmarTS-Lab [10] at KTH Royal Institute of Technology.

The BabelFish Engine (BFE) brings the PMUmeasurements into
LabVIEW, which provides a very user friendly development inter-
face, enabling fast prototyping of algorithms based on live mea-
surements by researchers/engineers without a strong background
in programming and software development. BFE liberates the syn-
chrophasor application developers from tedious communication
protocol data handling procedure.

1.2. BabelFish (BF) tools

BF is made available in two versions. The first version named as
BabelFish version 1 (BFv1) [11] implements low-level protocol and
data handling in C++, while Active X provides coupling between
C++ routines and the user through the LabVIEW environment. Its
use is thus limited to an Operating System (OS) that can support
Active X. The second version named as BabelFish Engine (BFE)
aims to address this limitation while at the same time making it
suitable for its use in the National Instruments embedded control
platforms, mainly the NI-cRIO [12].

1.3. BabelFish Engine (BFE) significance

The BFE only requires the least amount of configuration to
access real-time synchrophasor data. The user need only to provide
IP address, port number and Device ID of the PMU or Phasor
Data Concentrator (PDC) [13] stream to establish connection and
initiate the real-time IEEE Std C37.118.2-2011 protocol parsing.
BFE unwraps the PMU/PDC stream and provides access to the
raw phasors, analogs, digitals, frequency and Rate of Change of
Frequency (ROCOF) measurements available within the stream.
BFE also provides other information such as data rate, nominal
frequency, phasor type and phasor/analog/frequency data format
of the PMU/PDC stream. Furthermore, BFE facilitates monitoring
of important statuses of the PMU/PDC stream such as ‘‘PMU Time
Quality’’, ‘‘Unlocked Time’’, ‘‘PMU Sync Error’’1 and ‘‘Configuration
Change’’ as specified in IEEE Std C37.118.2-2011. BFE also allows
the user to make polar plots of all the available phasor measure-
ments in the PMU/PDC stream.

In addition to real-time data mediation, BFE allows the user to
select particular ‘‘data-of-interest’’ from the overall parsed syn-
chrophasor measurements to locally utilize them in a particular
application. Furthermore, BFE facilitates to transmit this ‘‘data-
of-interest’’ to a remote unicast or set of multi-cast devices for
their utilization inWAMPAC applications. In this case, the end user
only requires a UDP client application that can be independent
of platform, Operating System (OS) and computer programming
language, to receive this ‘‘data-of-interest’’.

1 The readers/users are requested to refer to the supplementary material (see
Appendix A) submitted with this manuscript for complete documentation on BFE
functionality of displaying ‘‘PMU Time Quality/Accuracy / Synchronization’’.

Fig. 1. Messages exchange between BFE and PMU/PDC for real-time IEEE Std
C37.118.2-2011 parsing.

2. Software description

The BFE can connect to any PMU or PDC that is streaming
data compliant to the IEEE Std C37.118.2-2011 [4]. BFE enables
the user to configure three simple parameters, i.e. IP address, port
number and Device ID of the PMU/PDC stream to establish a TCP/IP
connection. As shown in Fig. 1, upon successfully establishing a
TCP/IP connection, the BFE exchanges different messages with the
PMU/PDC as specified in the IEEE Std C37.118.2-2011: to either
turn on/off data transmission or requesting a configuration frame.
The only messages that are sent from the BFE to a PMU/PDC are
commandmessages. Using the data extracted from Configuration-
2 frame [4] received from the PMU/PDC, BFE populates its GUIwith
meta-data, such as names of different PMUs available within the
stream, the number of different phasors, analog and digital signals
available in each PMU. At this stage, BFE also populates its GUI
with information related to time synchronization, time accuracy
and the configuration change status for each PMU available in the
stream. The user can then turn on real-time data transmission from
the PMU/PDC through the ‘‘Real-Time ON’’ option of the GUI. This
results in real-time parsing of the incoming IEEE Std C37.118.2-
2011 data frames and displays the parsed information through
different indicators configured in the GUI. The phasor measure-
ments are displayed using numerical values both in rectangular
and polar coordinates. In addition, the BFE provides functionality
tomake polar plots of all the available phasormeasurements in the
PMU/PDC stream to provide holistic view of the power system to
the user. The digitals are presented in the form of LEDs which turn
‘‘on’’ or ‘‘off’’ depending on the value of the digitals being received.

2.1. Software architecture

The BabelFish repository includes all associated software de-
veloped by KTH SmarTS-Lab to support the two versions of the
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Fig. 2. Structure of the BabelFish repository and software modules.

Fig. 3. CMD VI code snippet.

real-time data mediator (see Fig. 2): (i) BabelFish V1, developed
using both C++ and LabVIEW; and (ii) BFE, which is a LabVIEW
project. BabelFish V1 is documented in [11] and online (avail-
able in the repository https://github.com/SmarTS-Lab-Parapluie/
BabelFish). In this paper, BFE is described in more detail.

BFE was implemented entirely in LabVIEW, which is a visual
programming language from National Instruments [9]. LabVIEW
was selected because it enables to easily create graphical user
interfaces (GUIs), facilitates smooth integration with other pro-
gramming languages (e.g. Python and MATLAB), and because it is
possible to compile LabVIEW programs for their use in National
Instruments embedded platforms (i.e. NI-cRIO [12]). Moreover,
LabVIEW provides numerous toolkits for advance analysis, hard-
ware integration, data logging and report generation.

BFE was developed as a LabVIEW project with different func-
tionalities organized in small code modules referred to as Virtual
Instruments (VIs) in LabVIEW [14]. The structure of the BabelFish
repository is shown in Fig. 2. A brief description of relevant VIs of
BFE and their functionality are discussed in the next section.

2.2. Software functionalities

As shown in Fig. 2, BFE consists of different VIs that perform
specific tasks in communicating andparsing the PMU/PDC streams.
The description of these VIs and the overall functionalities of BFE
are discussed below.

1. CMD VI: This VI generates different command messages as
specified by the IEEE Std C37.118.2-2011 [4]. When the user
configures the IP Address, Port Number and Device ID of
the PMU/PDC stream to be parsed, CMD VI is the first to
execute after a successful TCP/IP connection. This VI sends
command frames to the PMU/PDC to either turn on or off
data transmission, requests Configuration-2 frame, etc., as
specified in the standard. A code snippet of the CMD VI is
shown in Fig. 3 and its functions are briefly explainedwithin
the figure.

2. PMU_CFG-2_PACK: If the synchrophasor stream consists of
more than one PMU, this VI retrieves each Configuration-
2 packet associated with each PMU available in the stream.
The BFE automatically handles the incoming synchrophasor
data format by parsing the ‘‘FORMAT’’ field of the ‘‘CFG-2’’
Frame.

3. SYS_INFO: This VI parses each Configuration-2 packet to re-
veal the time stamp, frame size, data rate, ID Code and time
base for the PMUs available in the synchrophasor stream.

4. NamesofPMUsElements: This VI retrieves the names of dif-
ferent PMUs and their respective phasors, analogs and digi-
tals as configured in the incoming synchrophasor stream.

5. PMU_Data_Pack: When the user enables the data transmis-
sion from a PMU/PDC through the GUI, this VI performs real-
time parsing of the incoming IEEE Std C37.118.2-2011 data
frames. The information from Configuration-2 frame is used
to identify the number and data types for phasors, analogs
and frequency measurements. The overall functionality of
this VI is shown in Fig. 4. Inside BFE all the data is treated in
the form of ‘‘string’’ data type which can be easily converted
to other data-types for data manipulation/visualization.

6. DataChosen: This VI allows the user to select the ‘‘data-
of-interest’’ either to use locally or to send it to a remote
application using the UDP transmission protocol.

7. PDC: The GUI of the BFE is accessed through the PDC VI.
8. UDP API: This UDP Client application developed in LabVIEW

establishes a UDP connection with the BFE and receives the
‘‘data-of-interest’’. Once the ‘‘data-of-interest’’ is selected,
the user can configure the UDP ports of BFE to transmit this
data to remote application as simple UDP messages.

2.3. Software testing

As a first step towards testing of the BFE, the network tool
analyzer ‘‘Wireshark’’ [15] is utilized to ensure that the sequence
of messages exchanged between the BFE (client) and the PMU/PDC
(server) are correct i.e. according to the IEEE Std C37.118.2-2011

https://github.com/SmarTS-Lab-Parapluie/BabelFish
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Fig. 4. Real-time IEEE Std C37.118.2-2011 data frame parsing through the PMU_Data_Pack VI.

Fig. 5. Frequency measurement over a period of one minute as shown by BFE (left) and PMU connection tester (right).

(as shown in Fig. 1). The network packets exchanged between BFE
and PMU/PDC as captured and decoded by Wireshark were ana-
lyzed to validate that the messages exchanged are in accordance
with IEEE Std C37.118.2-2011.

In order to verify that the BFE is correctly parsing the IEEE
Std C37.118.2-2011 frames, ‘‘PMU Connection Tester’’ [16] which
is a de-facto standard testing tool in synchrophasor technology,
is utilized. For this purpose, two identical output synchrophasor
streams are configured, namely ‘‘PDC1’’ and ‘‘PDC2’’ and received
in the same workstation. One stream ‘‘PDC1’’is received using BFE,
while the other stream ‘‘PDC2’’ is received using PMU Connection
Tester. The important fields of the configuration frame ‘‘CFG-2’’ as
parsed by BFE and PMU Connection Tester were compared, which
further validated the IEEE Std C37.118.2-2011 compliancy of BFE.2

The frequencymeasurement of the same PMUavailable in PDC1
andPDC2, as displayedbyBFE andPMUConnection Tester is shown
in Fig. 5. It is worth noting that the one hour difference in time
(x-axis) between BFE and PMU Connection Tester is because BFE

2 The readers/users are requested to refer to the supplementary material (Ap-
pendix A) submitted with this manuscript for complete documentation on ‘‘BFE
Software Testing and Validation’’.

utilizes Local Coordinate Time (LTC) while PMU Connection Tester
uses UTC. These tests confirm that BFE functions according to the
IEEE Std C37.118.2-2011 specifications.

3. Illustrative example

3.1. Graphical User Interface (GUI)

The main GUI of the BFE is primarily the PDC VI shown in
Fig. 6. The GUI is divided into 4-quadrants (marked I–IV). The
upper right quadrant (I) allows the user to configure the IP Address,
Port number and Device ID of the PMU/PDC to establish a TCP/IP
connection. In order to establish a TCP/IP connection [6], the user
should press the ‘‘Start Communication’’ (on the bottom of the
GUI in quadrant III) option to establish a TCP/IP socket with the
required configured parameters. The upper left quadrant (IV) of the
GUI provides the meta-data corresponding to the synchrophasor
stream, which includes the data rate and nominal frequency of
the incoming stream, number of PMUs in the stream, data for-
mat for the measurements, names of PMUs in the stream and
number of different Phasors, Analogs and Digitals, in each PMU.
Additionally, the time synchronization and configuration change
information extracted from the PMU/PDC stream can be accessed
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Fig. 6. GUI of BFE showing a list of different PMUs in the stream and their respective measurements and plots.

by navigating through respective tabs in this quadrant (IV). The
user can select the ‘‘data-of-interest’’ and turn on its transmission
to the remote application using ‘‘Data Selection for UDP’’ tab. The
user can navigate through the PMU list to identify the number of
the measurements available in each of the PMU. The lower left
quadrant (III) allows the user to enable or disable synchrophasor
data transmission; and displays phasors (both in rectangular and
polar coordinates), analog, digitals, frequency and ROCOF mea-
surements. Furthermore, the user can visualize the polar plot of the
available phasors and access the frequencymonitoring application
by navigating through respective tabs in this quadrant (III). The
lower right quadrant of the GUI (II) allows the user to visualize
these measurements in the plots.

The GUI of BFE is shown in Fig. 6. A simple three step process is
used to connect to and visualize this PDC stream.

1. Configure the IP Address, port number and Device ID of the
PDC stream in the upper left quadrant.

2. Click on ‘‘Start Communication’’ to establish the TCP/IP
socket and exchange command messages with the PDC.

3. Click on ‘‘Real-Time on’’ to start receiving and parsing the
IEEE Std C37.118.2-2011 data frames for their visualization
in the form of measurement values and plots.

3.2. Example application: Frequency monitoring with alarms

As an illustrative example, a frequency monitoring application
is included in the BFE which can be accessed from the GUI of BFE
(quadrant III in Fig. 6). This application monitors frequency of a
system and activates warnings/alarms when the frequency goes
beyond thresholds. The code snippet of this application is shown
in Fig. 7. The GUI of this application is shown in Fig. 8, where the
top figure (a) shows system with normal frequency i.e. within the
threshold limits of 50.05 Hz and 49.95 Hz. Therefore no alarm is
activated in Fig. 8(a). In Fig. 8(b), the frequency of the system is
below 49.95 Hz. Therefore, an alarm corresponding to Frequency
< Threshold is activated and the operator is prompted with a
warning /corrective action on the GUI.3

3 These screenshots are taken with real PMU measurements received form the
Nordic Power System. This particular PMU is installed in Lund which is in the South
of Sweden.

3.3. Polar plots of phasors in BFE

The feature of making polar plots of the available phasors in the
PMU/PDC stream is made available in the BFE as a sub-VI i.e. the
user can simply drag & drop this sub-VI block tomake phasor plots.
The GUI of the BFEwith the phasor plots of a PDC stream are shown
in Fig. 9. In Fig. 9, (a) shows the names of all the available phasors in
the PDC streamextracted from the ‘‘CFG-2’’ frame,while thephasor
magnitude and phasor angle corresponding to the phasor names
(a) are shown in (b) and (c), respectively. The phasor plot is shown
in Fig. 9(d).

4. Impact

The BFE has significant utilization potential primarily in two
user groups: (i) universities/research institutes and (ii) companies
in the electrical power industry (e.g. vendors, service providers). In
academia, the direct user would be the students and researchers
with a background in power systems and/or signal processing, but
lacking proficient software development and programming skills.
The final beneficiaries are the companies working in the power
system operation business such as generation, transmission and
distribution system operators. BFE would allow these companies
to develop or commission a prototype application.

The BFE software tool was utilized to develop a monitor-
ing tool capable of detecting and providing alarms for subsyn-
chronous wind farm oscillations in the transmission networks
due to high penetration of the wind based electric power gen-
eration. The developed monitoring tool was validated by using
real-measurements from Oklahoma Gas and Electric (OG&E) [17]
through hardware-in-the-loop real-time simulation testing in KTH
SmarTS-Lab [18] andwith hardware-based emulation at IREC’smi-
crogrid laboratory [19]. In addition, the application’s functionality
was also appraised against OG&Es own in-house software in [20].

Numerous WAMPAC applications previously developed in
KTH SmarTS-Lab utilize another in-house developed IEEE Std
C37.118.2-2011 protocol parser named S3DK [21]. However,
in principle all of these WAMPAC applications can be devel-
oped using BabelFish. From the wide-area monitoring perspec-
tive, these applications include (i) real-time monitoring display
of the synchrophasor data [10], (ii) mode meter to determine
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Fig. 7. Code snippet for Frequency monitoring and trending application with alarms and warning features.

Fig. 8. GUI of Frequency monitoring and trending application available in BFE.
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Fig. 9. GUI of BFE showing a phasor plot of the PDC stream containing 2 PMUs with 6 phasors each (i.e. total of 12 phasors).

poorly damped modes through measurement-driven models [22],
(iii) synchrophasor monitoring application for smart phones and
tablets by exploiting different LabVIEW toolkits [23]. For wide-
area protection applications, BFE provides an alternative for de-
veloping applications such as (i) anti-islanding protection [24],
(ii) automatic synchronization, and (iii) auto-recloser. BFE can also
be utilized for fast prototyping of wide-area controllers such as (i)
phasor-based power oscillation damping [25], and (ii) load control
for power system stability [26].

5. Conclusions

BabelFish Tools provide a repository with software data media-
tors (gateways) to translate synchrophasor data compliant to IEEE
Std C37.118.2-2011 to raw numerical values and associated meta-
data. Two mediators are made available, BabelFish V1, that uses
C++, Active X and LabVIEW; and more importantly BFE, developed
entirely in LabVIEW. Both BabelFish V1 and BFE provide the fol-
lowing functionalities: (i) real-time IEEE Std C37.118.2-2011 frame
parsing, (ii) selection of data-of-interest, and (iii) transmission of
the chosen data over UDP to any remote or local destination. Hence
the final user has the liberty to receive ‘‘data-of-interest’’ from any
PMU/PDC and develop applications utilizing this data independent
of platform, language, OS, and geographical location, to the users’
best interests.

The BabelFish Tools are open source software and distributed
under the GPLv3 License [27].
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