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Abstract—The increase of wind power share increasing has lead to
operational challenges for its integration and impact on power grids.
Regarding this, unexpected dynamic phenomena, such as oscillatory
events around 13 Hz, among different wind farms were recorded in
the United States Oklahoma Gas & Electric. Such interactions differ
from traditional inter-area oscillations, and the ability to detect them
is the beyond measurement capabilities of most of existing measure-
ment equipment and monitoring tools in energy management systems.
This article presents the development and implementation of algo-
rithms for fast sub-synchronous oscillation detection, focusing on the
aforementioned case. It proposes a real-time monitoring application
that exploits synchronized phasor measurements, allowing real-time
detection of sub-synchronous wind farm dynamics. This tool was
built as a prototype for real-time application and utilizes phasor mea-
surement unit data for enhanced monitoring and control. The article
focuses on the tool’s design and its algorithms. Also, it will briefly
present three approaches carried out for testing and validating the
phasor measurement unit based application, one of which compares
the proposed tool with an existing tool at Oklahoma Gas & Electric.
Through such experiments, the tool presented in the article has been
positively validated for real-time applications.

1. INTRODUCTION

Recent concerns about the environmental impact of traditional
electricity generation in Western countries has led to a strong
increase in renewable sources of energy. Since the 1990s, wind
power has been the fastest growing power generation technol-
ogy [1], a trend expected to continue as several countries have
politically engaged themselves into large investments in wind
power [2, 3].

Wind power is one kind among different intermittent
generation sources that brings several challenges to power
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FIGURE 1. Comparison example between PMU measure-
ments and SCADA data during a fast dynamic event; grid
voltage is in p.u.

system dynamics. For example, its integration in existing
power systems can involve transient stability issues [4].
Unexpected dynamic behavior is now appearing in the form
of sub-synchronous oscillations. Oklahoma Gas & Electric
(OG&E) has recently measured with phasor measurement
units (PMUs) [5] sub-synchronous oscillatory events resulting
from interactions between wind farms at frequencies around
3–15 Hz. These oscillations were also observed at the con-
sumer level in the form of flicker [6].

Traditional monitoring tools built on supervisory control
and data acquisition (SCADA) systems cannot detect these
fast dynamics, due to low sampling frequencies and lack of
time synchronization of primary measurement sources. Fig-
ure 1 presents a comparison between SCADA and PMU mea-
surements for this phenomenon. The usage of PMUs enables
observability for phenomena occurring at frequencies up to
half the reporting rate of these instruments (e.g., 15/25 Hz
for a 30/50 samples per second reporting rate), opening new
and wide perspectives for monitoring and control applications
based on synchrophasors. These new tools will help in ac-
quiring a better knowledge on the challenges brought by the
increase of intermittent energy sources.

This article presents a PMU-based monitoring tool devel-
oped for detecting sub–synchronous oscillatory phenomena
in power systems with a high wind power plant presence,
similar to the one operated by OG&E. Moreover, the tool
was tested and validated using three different types of ex-
periments, including a comparison with an existing detection
tool, and both hardware-in-the-loop (HIL) real-time simula-
tion and real hardware-based emulation tests. The results ob-
tained from these different types of tests demonstrate the good
performance of the tool for allowing PMU-systems to detect
sub-synchronous oscillations in power systems with a high
wind plant presence, such as OG&E’s.

2. ALGORITHMS FOR FAST OSCILLATION
DETECTION

The effects of high frequency oscillations presented in the
Section 1 are undesirable [5]; monitoring algorithms should
therefore enable fast oscillation detection from PMU measure-
ments. Traditional monitoring tools for inter-area oscillations
estimate the frequency and damping for each oscillatory mode
with two separate algorithms. However, this estimation pro-
cess will require several seconds to obtain accurate frequency
and damping estimates

Detection of sub-synchronous oscillations such as those
described in Section 1 is a different problem, as the main
requirement is to provide quick detection of the unexpected
dynamics in a given frequency range. Hence, the proposed
tool in this article uses one algorithm dedicated to the esti-
mation of the amount of energy in the oscillations and the
others dedicated to frequency estimation. The first is used to
provide fast detection, and the second is used to provide usual
confirmation of the detection results.

The three main algorithms used by the proposed PMU ap-
plication (fast oscillation detection, frequency estimation, and
pre-processing) are described next.

2.1. Fast Oscillation Detection

The proposed oscillation detection algorithm in this article
builds from work in [7]. As highlighted in [8], it is desirable
for a fast oscillation detection tool to provide information about
oscillatory behavior at different bands of the spectrum, with-
out necessarily pinpointing the specific dynamics active in the
given band. Thus, the fast oscillation detection algorithm in-
cluded in the tool allows providing a measure of the severity of
the oscillatory behavior. The spectrum of frequency of interest
with potential oscillatory activity goes from 0.1 Hz up to 50 or
60 Hz. However, such maximum frequency cannot be reached
due to the PMU reporting rate and the Nyquist–Shannon crite-
rion. To cover such a broad span of frequencies, the algorithm
can be executed in parallel several times; four instances in
this case are shown in Fig. 2. Each instance can be configured
independently and thus monitor different frequency ranges.
The following ranges, which depend on the sub-synchronous
oscillation frequency, are suggested for the tool configuration:

• 0.10–1 Hz: Inter-area modes, e.g., system-wide elec-
tromechanical swings;

• 1–3 Hz: local-area and torsional modes;

• 3–15 Hz: high-frequency oscillations, e.g., wind farms
controller interactions; and
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FIGURE 2. Diagram of the algorithm for fast real-time oscillation detection.

• 15–25 Hz: other sub-synchronous oscillations, e.g., sub-
synchronous resonance.

As shown in Fig. 2, after pre-processing the real-time mea-
surements, each frequency range previously mentioned is sep-
arated by four different band-pass filters set to the boundary
frequencies of each range. This allows rapid determination of
the type of oscillation detected.

The output of the high-pass filter provides a measure of
the “oscillatory activity” at the selected frequency range. The
root mean square (RMS) value of this output is used for en-
ergy computation, implying that the following computations
are performed sequentially: squaring, averaging, and finally
computing the square-root of the signal. A low-pass moving
average filter is used to extract the main trend of the squared
signal. This is necessary so that a persistent and stable signal is
provided to the forthcoming trigger level comparison. Finally,
a trigger level comparison indicates if the computed energy
exceeds a pre-set level.

2.2. Frequency Estimation

The frequency estimation algorithm, depicted in Fig. 3, is com-
posed of two different algorithms running in parallel. In this
algorithm, the user may choose to activate one of them or both
simultaneously. Depending on the case, the user may prefer
to use a different method. A non-parametric method can be
used when the frequency of the oscillations within a certain
range is unknown, whereas a parametric method is appropriate
when the knowledge about the number of possible oscillations
within a range is known.

A brief description of both methods implemented is given
in the following section.

2.2.1. Non-parametric Welch’s Method

Welch’s power spectrum estimation is a method based on the
standard periodogram. The method attempts to increase the
readability of the power spectrum density (PSD) by reducing
the noise; however, it decreases the frequency resolution.

The method works as follows.

1. The input signal is split into overlapping segments of
length M (the overlapping rate is set by the user).

2. Each segment is windowed (the window is chosen by
the user).

3. The fast Fourier transform (FFT) is computed for each
windowed segment.

4. The PSD is obtained by averaging all the resulting spec-
tra, thereby reducing the final variance.

For a complete description of the method, refer to Peter
Welch’s original article [9].

FIGURE 3. Diagram of the algorithm for spectral estimation.
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Since this method is based on FFT computations, it will
highlight all the content of the power frequency spectrum,
which is an intrinsic property of non-parametric estimation.
This property is especially useful for signals for which the
actual frequency content is unknown.

2.2.2. Parametric Auto-regressive Methods

These methods use an auto-regressive mathematical model of
the input signal for estimating power spectral density. In this
way, they integrate available knowledge about the input signal
to improve spectral estimation.

Auto-regressive models have been applied for estimating
power system frequency content, as described in [10, 11]. For
this specific reason, this model is chosen in the monitoring
tool. The specific method utilized is left to the choice of the
user. All of the implemented methods work on the principle of
model fitting. They differ on the method used to optimize the
fitting process. For further details on parametric methods, refer
to [12], and for further details on their application to power
systems, refer to [11]. It is worth mentioning that during ex-
perimentations, the Burg lattice method has been particularly
efficient.

The order of the model is a very important parameter. Its
value cannot be fixed in advance because it is mainly dependent
on the number of oscillations to be identified and, thus, the
frequency content itself. In the case of the Monitoring Tool
where the frequency spectrum of interest is divided into four
frequency ranges, the order can be different in each of the
frequency bands. It is worth mentioning that too small orders
will lead to a smooth spectrum and some modes might be left
unidentified(under-fitting). On the other hand, too large orders
might lead to the identification of artificial modes and their
appearance on the estimated spectrum (over-fitting).

2.3. Data Pre-Processing: Outlier Removal
and Down Sampling

The algorithms for estimating the energy and frequency of
oscillations described previously involve filtering, averaging,
and spectral estimation processes. These processes require re-
liable data. In the case of PMUs, measurements are reported
at a rather high rate (30, 50, or 60 samples per second), trans-
mitted over IP networks, and might contain wrong or missing
measurements. The pre-processing of input data thus appears
necessary to satisfy the requirements imposed by the methods
used in the detection tool.

The pre–processing algorithm implemented is based on pre-
vious work that makes PMU data a pre-process of archived
data off-line [13]. Since the tool is developed for online
applications, modifications are introduced in the algorithm

FIGURE 4. Example of a confidence interval for the
frequency.

implemented in Monitoring Tool for allowing process of real-
time measurements.

In general, the variation of frequency in a power system
is the result of the interaction between varying loads and the
generation that follows the same variations with an inertial
delay. It should thus be a rather smooth process that implies
that any value is expected to be within a confidence interval,
as shown in Fig. 4, which can be determined from neighboring
values and intrinsic system properties. The performance of
the outlier removal algorithm is determined by the level of
confidence of the interval used.

The confidence interval suggested here is built according
to the following steps:

1. The input signal: (f ).

2. Create one copy (A) of the input signal delayed by ten
samples: Ai = fi+10, where i is the time index.

3. Filter one copy (M) of the input signal with a moving
average filter of order equal to 20: Mi =

∑
0<t<20 fi−t

20 .

4. Subtract (M) from (A). The combination of a delayed
copy (A) and (M) is equivalent to a having a moving
average filter, where the average is computed on the ten
preceding samples and nine following samples. Com-
pute the standard deviation σ of the resulting signal.

5. Create the upper (U) and lower (L) limits of the confi-
dence interval by adding/subtracting kσ to (M); k the
sensitivity factor, is set by the user.

Each element of (A) is then compared to (U) and (L). If
Ui > Ai > Li ; the element is preserved; else, it is dropped and
will be replaced by an interpolated value. The interpolation is
performed by taking as inputs the elements of the signal, the
indexes of theses elements, and all the indexes at which an
element will be returned. Each returned element is either an
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FIGURE 5. Screenshots of the frequency signal with and
without outlier removal, drawn in Hertz: (a) outlier removal
inactive and (b) outlier removal active.

input element if its index is on both lists or an interpolated value
if its index is only on the second list. The chosen method for
interpolation is linear; negligible divergences were obtained
when comparing with higher-order polynomials.

An example of the outlier removal algorithm in action on
real-time PMU data is shown in Fig. 5. The data points re-
moved are single points far from the neighboring values, likely
corresponding to measurement errors. The outlier removal ef-
fectively performs the above-described tasks.

After removing outliers, the signal is processed further to
feed the frequency estimation algorithms by mean removal
and high-pass filtering. This aids to attenuate frequency com-
ponents related to the action of generator governors and loads,
which are close to 0 Hz and lower than electro-mechanical
modes.

Furthermore, according to Shannon’s theorem, all the fre-
quency content below frequency f1 can be restored if the sam-
pling frequency is at least 2 × f1. The typical reporting fre-
quencies of PMUs are 30, 50, or 60 Hz, which correspond to

highest observable frequencies 15, 25, or 30 Hz. The observed
frequency in the tool can be much lower; thus, a step of down-
sampling is added to remove redundant data (down-sampling
is applied for frequency estimation and not performed in the
oscillation detection algorithm to avoid lowering the reaction
times of the algorithm). This step is preceded by a low-pass
filter acting as an anti-aliasing filter.

The implementation was carried out with a band-pass filter
for each frequency range configured. The down-sampling fac-
tor is calculated from the cut-off frequency of the band-pass
filter, considering Shannon’s criterion. An upper limit equal to
ten was added to the down-sampling factor, motivated by the
limited size of the rolling window of buffered data.

3. MONITORING APPLICATION

The Monitoring Tool has been implemented as a real-time
graphical analysis tool, which could be used by system
operators or wind farm owners. LabView was chosen as the
software development environment because of the availability
of real-time mediators, namely Statnett’s Synchrophasor De-
velopment Kit [14] and BableFish [15]. In addition, LabView
also allows designing a graphical user interface (GUI) in a
straightforward manner.

The tool is provided with real-time PMU measurements, al-
lowing monitoring of oscillatory events at a frequency up to the
Nyquist limit. This broad frequency spectrum contains differ-
ent categories of phenomena, mentioned in Section 2. The tool
has been implemented for monitoring four frequency ranges
simultaneously. The elements in four instances are called Mod-
ules. The resulting GUI is depicted in Fig. 6.

The graph on the top right of the interface is a simple rep-
resentation of the buffered input signals received. The signals
are displayed one at a time, letting the user choose from the
list box on top of the graph in Fig. 6 (the voltage magnitude is
displayed in this case). This graph is also useful for calibrating
the outlier removal algorithm.

The top left part of the GUI is used to configure the tool
and divided into five tabs. The first tab, Options, gathers the
general configuration of the tool as well as state indicators.
The remaining tabs, Module 1 to 4, are four identical tabs used
for the configuration of the estimation and detection modules;
see Fig. 7. The configuration should be done after launching
and initializing the tool.

Figure 7 presents an interface with two separate blocks. The
block on the left is used to configure the band-pass filter, the
parameters are common for both the Oscillation Detection and
the Frequency Estimation algorithms. The block on the right is
dedicated to the Frequency Estimation algorithm and contains
the parameters for each of the methods mentioned in Section 2.
It also includes the parameters for spectral averaging. Finally,
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FIGURE 6. Screenshot of the GUI of the Monitoring Tool.

the user is able to choose in the list box if both methods are to
be used simultaneously or just one of them.

Once the configuration is set, the outputs of the algorithms
are displayed in a Module, highlighted in Fig. 6. The graph on
the right presents the PSD, which is the output of the Frequency
Estimation algorithm. It is scaled according to the parameters
of the band-pass filter, highlighting the content of interest.

The graphical display on the left has several components,
the most important are the three indicators Low Activity, High
Activity, and Danger!!!, corresponding to the three thresholds
defined in the general configuration tab. The comparison is
made on the latest sample, whose value is displayed by the field

FIGURE 7. Screenshot of the configuration tab of one module
of the Monitoring Tool.

Energy. The graph provides a history to easily corroborate the
energy computed with the input signal displayed. Given that
the input signal is filtered by three finite impulse response
(FIR) filters, the output signal is shorter than the input signal.
Moreover, the order of the filters have a strong influence on the
length of the output signal. This can be modified by the user
to adapt to their needs, measurement features, and particular
power network.

In the next section, the Monitoring Tool presented in this
article is compared against an in-house tool developed by
OG&E. OG&E’s tool deployed on a production-grade server
is shown in Fig. 8; it provides detection of the oscillations
and e-mail notifications. The application was developed in
VB.net and utilizes the digital signal processing exocortex
(http://www.exocortex.org/dsp) library for FFT oscillation de-
tection. It is configured via a set of parameters, that can be
tested against archived data for assessing their relevance.

4. VALIDATION EXPERIMENTS

4.1. Replay Experiments

In the previous section, the Monitoring Tool was introduced
and all the options for its configuration presented. While
the options related to communication connectivity aspects do
not require knowledge about the power system analyzed, the
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FIGURE 8. Screenshot of OG&E’s FFT tool.

configuration of the processing algorithms, especially for fre-
quency estimation, have to be configured according to the
properties of the power system. A good solution is to use
archived data to calibrate the algorithms.

The original idea was to replay archived data from a phasor
data concentrator (PDC), broadcast it as an output stream, and
use the Monitoring Tool. The diversity of archival techniques
and file structures raised the issue that a PDC, such as Open-
PDC [16], was not suitable to replay the archived data format
available. This led to the development of the Replay Tool.

4.1.1. Replay Tool

The Replay Tool was developed using the same code as the
real-time tool. However, additional software was developed to
buffer the input measurements from archived data and mimic
real-time streams. The interface is almost identical to the
Monitoring Tool, as shown in Fig. 9. The processing algo-
rithms are identical. This tool has specific additional features.
For example, it allows scrolling along the replayed data, which
can be useful to get a quick overview of the content of the
selected file. The Replay Tool works, otherwise, exactly like
the Monitoring Tool.

4.1.2. Results

The experiments carried out with the Replay Tool used
archived data obtained from OG&E, containing measure-
ments from different locations during oscillatory events at
a frequency around 13 Hz, as mentioned in the Section 1.
These experiments served, during the development and im-
plementation of the algorithms, to verify that the algorithms

worked properly and to calibrate their configurations for other
experiments.

Figure 9 presents the Replay Tool during the replay of
such oscillatory event. The beginning of the oscillatory phe-
nomenon can be clearly identified in the frequency (display
on the top left), as well as in both active and reactive power
(displays on the top right). It can also be noticed that the
Module on the bottom right, corresponding to the frequency
range 12–15 Hz, that the Danger!!! indicator is activated only
a few seconds after the beginning of the phenomenon. Addi-
tionally the oscillatory frequency is identified to 2 Hz on the
PSD.

Figure 8 presents OG&E’s tool analyzing the same archived
data. As it can be seen on the screenshot that a strong oscilla-
tory activity, above the defined threshold, is occurring at 12 Hz.
Additional oscillatory components can be noticed around 1.4,
5.5, 8, 9.4, and 10.7 Hz. The main 12-Hz component is also de-
tected using the Monitoring Tool and it activates the Danger!!!
indicator as shown in Fig. 9. All the other components can
also be identified in Fig. 9, validating the Monitoring Tool’s
algorithms.

It must be noted that the OG&E’s tool polls a database
within fixed time intervals and performs FFT computations
using a large buffer; meanwhile, the PMU–based applica-
tion tool developed uses real-time measurements (small data
buffer) and is thereby able to detect the oscillation earlier.
This demonstrates the technical advantage of using real-time
PMU measurements for fast detection of sub-synchronous
oscillation dynamics.

4.2. HIL Testing at Smart Transmission System
Labortatory (SmarTS) Lab

The experiment presented in this section was carried out at
SmarTS-Lab for testing the tool’s performance using real-
time PMU measurements under different power system condi-
tions. The testing approach utilizes an HIL simulation, which
involves the development of a power system model capa-
ble of generating the oscillatory phenomenon mentioned in
Section 1 and depicted in Fig. 1, as well as additional grid oper-
ation scenarios. The Labortatory set-up, as well as some results
from the testing experiments, are presented in this section. A
desired description of the testing experiments was presented
in [17, 18].

4.2.1. Setup at SmarTS-Lab

The test setup built in the laboratory makes use of an HIL
simulation, replacing the power system by models executed
in real-time on a simulator equipped with reconfigurable
analog inputs/outputs. The rest of the wide-area monitoring
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FIGURE 9. Screenshot of the Replay Tool reading the file of the oscillation case at OG&E shown in Fig. 8.

system (WAMS) architecture is replicated, building a testing
platform, which is depicted in Fig. 10, with the following
elements:

• the real-time simulation target from Opal-RT [19];

• a National Instruments compact reconfigurable Input-
Output (cRIO) PMU connected to the analog outputs of
the simulator;

• the connection cables of the PMU for acquiring voltage
measurements, connected to the simulator;

• the network connection of the PMU to stream the data to
the PDC server of the lab;

• the PDC server of the lab, running software from
Schweitzer Engineering Laboratories, Inc. (SEL); and

• the application host workstation with the software de-
velopment environment used to develop the Monitoring
Tool [14].

For a complete description of the HIL environment at
SmarTS Lab, refer to [20].

FIGURE 10. Diagram of the experimental set-up at SmarTS-
Lab for WAMS application development and testing.

The real-time simulator enables the simulation of differ-
ent grid operation scenarios and allows the measuring equip-
ment to be interfaced to any of the buses simulated. The
PMU measurements gathered in the PDC server are made
available in the software development environment through
a real-time data mediator, namely Statnett’s synchrophasor
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FIGURE 11. One-line diagram of the test power system with
two windfarms.

software development kit (SDK) [14] or BableFish [15]. The
data mediators are compliant with the IEEE C37.118.2 Stan-
dard [21] for PMU data exchange and deliver the PMU mea-
surements in the chosen software development environment
(LabView).

4.2.2. Real-time Simulation Model

For analyzing sub–synchronous oscillations, an adapted
version of the well-known Kundur’s model benchmark is used.
This model is modified by substituting 2 synchronous genera-
tors by wind farms containing 13 and 16 DFIG–wind turbines,
as shown in Figs. 11 and 12. The important modification was
the addition of a variable three phase source, which was used
to introduce any type of waveforms into the network as pertur-
bation, thus reproducing similar oscillations as these observed
at OG&E. The three-phase source was connected at the point
of common connection of the first windfarm to the grid (PCC1
on Fig. 11).

4.2.3. Results

Figure 6 depicts the behavior of the tool when the oscillations
are injected with an initial amplitude of 0.05 p.u. followed
by an increase of the oscillations amplitude to 0.07 p.u. The
resulting system dynamics can be seen on the real-time display,

FIGURE 12. One-line diagram of the windfarms. The part
circled in red is not present in the second windfarm.

where the beginning of the oscillations and the increase of
their amplitude can be clearly identified (The oscillations are
injected at 10.83 Hz, the equivalent of 13 Hz in a 50 Hz system;
This aims to model the original case that happened in the
United where the system frequency is 60 Hz.). The results of
the processing algorithms are presented in Module 3. It can be
noticed on the left part of the Module that the detection of the
oscillation has been rapidly achieved. Following the increase
of the oscillations’ amplitude, the level of energy computed has
raised accordingly and all the LED indicators are activated. On
the right part, the PSD shows an active frequency identified
as 10.83 Hz, confirming the efficiency of the tool for this
oscillation case.

4.3. Validation Using Hardware-Based Emulation

The last experiment for validating the Monitoring Tool’s per-
formances was carried out at the Catalonia Institute for Energy
Research (IREC) in Barcelona, Spain. The lab is equipped with
a small replica of a utility-connected microgrid [22], com-
prised of several grid emulators that can generate any variable
AC power (Pmax = 4000W ). A brief overview of the experi-
ments will be covered in this section, the experimental setup
will be presented, and the result of one experiment will be
shown. A full description of the validation methods and exper-
iments was presented in [23].

4.3.1. Experimental Setup at IREC: Microgrid

The validation experiments aimed to validate the performance
of the developed software under a more realistic testing en-
vironment. Thus, the real-time simulator, in the set-up at
SmarTS-Lab presented in Section 4.2, was replaced by one
of the power emulators mentioned previously. The measure-
ment equipment, as well as the communication architecture,
was replicated at IREC, building a full setup, as presented in
Fig. 13.

The emulator was configured to inject power oscillations
into the distribution grid. The cRIO PMU was connected for
both voltage and current measurements to the output of the
emulator.

4.3.2. Results

The microgrid at IREC is connected to the Spanish national
grid, which is a strong grid when considering the ratings of
the microgrid laboratory. Thus, the frequency and voltage are
externally controlled, and the Monitoring Tool was adapted
to feed the oscillation detection algorithms with current mea-
surements. Also, the real-time data display provides the active
and reactive power as they give the most information about the
injected oscillations. The screenshots presented in this section
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FIGURE 13. Diagram of the experimental setup at IREC.

FIGURE 14. Partial screenshot of the Monitoring Tool at
the beginning of the injection of oscillations at 1 Hz: (a) ac-
tive/Reactive power and (b) Module-(0.5–3 Hz).

will, therefore, differ from the results presented in Section 4.2
(slightly).

The experiment presented in this article is the first vali-
dation experiment, which was designed with respect to the
capability of the emulator. The microgrid was conceived to
emulate certain equipment that exhibits slow dynamics. The
power injection was therefore done with a sinusoidal profile at
a frequency of 1 Hz.

Figure 14 presents the results of this experiment. It can
be noticed that once the thresholds have been calibrated, the
detection is achieved in a few seconds. The frequency of the
oscillations is detected around 1.1 Hz (see Fig. 14(b)); this

difference between the reference frequency and the identified
frequency is due to errors in the accurate reproduction of the
reference signal by the emulator.

5. CONCLUSION

This article has presented the design and experimental
validation of a PMU–based application for detecting
sub-synchronous oscillations at wind farm levels. The appli-
cation tool introduced provides both the frequency and sever-
ity of the oscillation detected. To enhance the tool accuracy
and its potential used, sub-synchronous oscillation modes have
been classified by the frequency range. Also, the application
includes an energy measure of the oscillation detected. The
tool has been developed for fast detection of sub-synchronous
oscillation dynamics, taking advantage of real–time data ob-
tained from PMU devices.

The PMU–based fast real–time oscillation detection tool
has been validated by means of three different cases. First, it
have been compared with the existing OG&E tool by the off-
line reproduction of the same signal profiles, both obtained
the same frequency results, but the PMU-based tool presented
also showed the impact of each frequency observed. Finally, the
application has been verified in two on-line real-time testings,
demonstrating its good performance and accuracy over real
measurements.

Additionally, the development of this PMU application
showed that new applications can be conceived and imple-
mented without relying on a monolithic software environment
and within a relatively short time. The presented PMU-based
application not only provides similar results to existing tools
but also is capable to detect the sub-synchronous oscillations
sooner than the traditional FFT-based tools (with a large data
buffer) due to the real-time measures, which require a small
data buffer speeding up the data analysis.
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