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Abstract—This paper proposes a newmodel reduction algorithm
for power systems based on an extension of balanced truncation.
The algorithm is applicable to power systems which are divided
into a study area which requires a high-fidelity model and an ex-
ternal area, making up most of the power system, which is to be
reduced. The division of the power system can be made arbitrarily
and does not rely on the identification of coherent generators. The
proposed algorithm yields a reduced order system with a full non-
linear description of the study area and a reduced linear model of
the external area.

Index Terms—Dynamic equivalents, internal systems, model re-
duction of power systems, structured model reduction.

I. INTRODUCTION

P OWER system dynamic model reduction, typically
known as power system dynamic equivalencing [1], has

the main aim of providing an equivalent system model able
to reproduce the aggregated steady-state [2] and dynamic
characteristics of the full-order network [1], while at the same
time being compatible with the available computation tools
for power system analysis [3]. In this equivalent model, the
study area is a portion of the network which is preserved with
full detail, i.e., all the mathematical description of the power
apparatus involved are untouched, while the external area,
consisting of the remaining part of the network, is replaced
with a simpler mathematical description, i.e., a reduced-order
model.
Coherency-based power systemmodel reduction [4]–[9] con-

siders two important stages: the first stage is the identification of
coherency in the generators of the power system [10], and the
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second stage is the dynamic reduction of the system. The dy-
namic reduction process itself is carried out by aggregating the
network [11] and aggregating the generators [8], [12]. Some ap-
proaches that are capable of retaining a part of the network have
been proposed in [13], [14]. These methods have been proven
in practical industrial applications [1], and offer benefits such
as [15], [16]: 1) providing homogeneous reduced models con-
sisting of typical power system elements, 2) providing a reduced
model that partially retains the coordinates of the stable and un-
stable equilibrium points, potential and kinetic energy of the full
model, and 3) being able to preserve eigenvalues and eigenvec-
tors important for disturbances of the study system.
The nature of coherency properties is to cluster generator

groups which impose the areas in which the network can be
divided. In addition, it has been recently recognized that the
boundaries between the study area and the external system need
to be rebuffered to properly consider system operating changes
[17]. This is due to the fact that changes in operating condi-
tions may raise variations in generator coherency behavior [18]
resulting in shifting the boundary of the study area to include
generators that are strongly coupled to the external area. There-
fore, it is challenging to properly utilize coherency-based model
reduction when a very specific and arbitrarily part of the power
network needs to be reduced.
For applications such as small-signal power system security

assessment of very large networks [19] with arbitrary network
boundaries, as well as for the design of power plant controllers
for system-wide phenomena such as inter-area oscillations [20],
model reduction methods capable of arbitrarily demarcating
a boundary separating the study area from the external area
without having to comply with coherency properties might be
of practical value.
Recently, it has been shown how recent model reduction algo-

rithms popular in automatic control can be applicable to power
systems [21], [22]. These algorithms typically have a strong the-
oretical foundation and they are also very general in the sense
that they are not targeted to a particular application. This makes
them a good candidate for the reduction of power systems com-
posed not only of synchronous machines but also, for instance,
renewable energy sources [17].
Model reduction where various structural constraints are

taken into account (“structured model reduction”) has been
considered in several papers. For example, in [23] fre-
quency-weighted model reduction problems are considered,
and in [24] controller reduction is considered. More general
interconnection structures have been considered, for example,
in [25]–[27].
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This paper presents a structured model order reduction algo-
rithm based on an extension balanced truncation. The idea is to
reduce the external system while trying to minimize the effect it
will have on the study area. This is the main objective of struc-
tured model reduction, namely to reduce models locally while
ensuring a small global model error. The remainder of this paper
is organized as follows. In Section II we formulate the model
reduction problem. Section III summarizes the theory of struc-
tured model order reduction and in Section IV it is shown how
this theory can be applied to power systems. Section V presents
the application of the proposed algorithm to two power system
models on which the merits of the proposed model reduction al-
gorithm are evaluated.

II. PROBLEM FORMULATION

In this study the power systems are divided into a study area,
which has variables of interest to us, and an external area, with
variables we are not interested in apart from their effect on the
study area (Fig. 1). The problem we try to solve is how the
model order of the external area can be reduced while having
as little detrimental impact on the dynamics of the study area as
possible. We will require that the study area is described by its
original nonlinear equations to allow for a physical interpreta-
tion of it. The interface between the study area and the external
area is defined by their tie-lines and the corresponding buses.
Each bus in the network satisfies [28]

(1)

where and are the active and reactive power, and are
the real and imaginary part of the admittance, and and are
the voltage magnitudes and phases of the buses. The interface
between the study area and the external area is chosen so that (1)
is well-defined for the buses at the tie-lines. This means that for
the external area we will define the voltage magnitudes
and phases adjacent to it as input signals of the external
area and as outputs of the study area (Fig. 1). Conversely, we
define and phases to be inputs of the study area and
outputs of the external area.

III. STRUCTURED MODEL REDUCTION

Next wewill fit the model reduction of power systems into the
general framework of structured model reduction. This model
reduction refers to the reduction of states of subsystems con-
nected in a network, while preserving the network topology.
This implies a local model reduction of the subsystems while, at
the same time, the objective is to capture the global dynamics of

Fig. 1. Power system is divided into a study area and an external area, which
is to be reduced.

Fig. 2. Interconnected system. is the system that should be reduced and
is the interconnecting network. and are the external input and output,
respectively. and are the input and output of the system that should be
reduced.

the interconnection. Fig. 2 shows the general setup with sub-
systems collected in
and interconnected by the network , which contains infor-
mation about the topology of the full system. It can be noted
that the network itself may have its own dynamics. To relate
this to the model reduction of power systems consider a set of
separate external systems interconnected with a study area. The
external systems would then correspond to and the study
area to , which in this case would contain both the network
topology defining the interconnection of the external areas and
dynamics of its own. The interconnecting signal will be the
voltages and phases and, similarly, will be

and .
We will now introduce the notation for the lower

linear fractional transformation and use it to denote the transfer
function from to when and are connected (Fig. 2).
Given that subsystem has input and output signals
and with being defined as the induced -norm [29], the
objective is to find the reduced order system composed of its
subsystems such that

(2)

is made as small as possible and

where , .
Structured model reduction can be contrasted with the

method used in [30], where the model reduction of the external
area is made independently of the study area . The reason
that structured model reduction is preferable to this approach is
that it emphasizes the importance of having an accurate model
of around the frequencies that are of primary importance
when the external area is connected to the study area. Thus,
if there is an inter-area mode between the study area and the
external area, the structured model reduction algorithm will
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achieve good accuracy around the inter-area frequency, while
this can be lost if the external area is reduced independently of
the study area.
The minimum of (2) is very difficult to find since it is a non-

convex optimization problem. We will therefore have to resort
to suboptimal methods, which yield solutions satisfying the con-
straints while trying to minimize the norm of the model error.
In this paper we will use a model reduction algorithm that is in-
spired by balanced truncation, see for example in [23] and [31].
To enforce the structural constraints we use a generalization of
balanced truncation as described in [26], [27], [32], and [33].
The notation used here closely follows the one used in [26] and
[27].
The algorithm uses the reachability and observability

Gramians and which can be found as the solutions to the
Lyapunov equations

(3)

where the matrices realize the interconnected system
. Assuming that the state-vector is partitioned as

(4)

we can introduce a partition of and in (5) and (6), respec-
tively, with the blocks for the interconnecting network
that is not reduced and with the blocks for subsystem
that should be reduced separately, but in a way so that the

closed-loop dynamics is retained:

...
. . .

... (5)

...
. . .

... (6)

Themethod then balances subsystem by the coordinate
transformation that makes the transformed sub-
Gramians and subsystem
balanced, which means that

(7)

where denotes the th eigenvalue. Thus if the original state
vector has the structure (4), then the transformed system will
have the states defined by

where

and and are the order of system and , respectively.
After the change of basis, either truncation or singular pertur-

bation can be carried out to reduce the model order of the sub-
systems [34]. To decide which states to remove, the structured

Hankel singular values in (7) can be of aid. The reasoning is
that the structured Hankel singular values indicate how reach-
able and observable the states of the subsystems are when we
control the global input signal and observe the global output
signal (Fig. 2).

IV. STRUCTURED MODEL REDUCTION
APPLIED TO POWER SYSTEMS

We will now apply the theory in Section III to power sys-
tems divided into a study area and an external area. Although
the theory is applicable to power systems with several external
areas, we will restrict ourselves to a single one, i.e., using
the notation in Section III. We now propose a four-step algo-
rithm for the reduction of the external area.

A. Four-Step Algorithm

1) Defining the Model: A general power system can be mod-
eled with differential algebraic equations (DAE) of the form

(8)

Generators, controllers, etc. require both states and algebraic
variables for their modeling. Algebraic variables are also
needed to model bus voltages. The signal is used to describe
exogenous inputs to the power system, which could be for in-
stance time-varying loads or a reference signal to a controller.
If we divide the power system (8) into a study area and an

external area , we get

(9)

and

(10)

The variables and are the voltage magnitudes and phases
of the buses at the tie-line as described in Section II and is
the same exogenous input as in (8); see Fig. 2.
2) Linearizing: In order to apply the structured model re-

duction algorithm described in Section III it is first necessary to
linearize both the study area and the external area. By solving
the power flow problem, the steady-state of the power system is
acquired around which the linearization is done. The lineariza-
tion of ((9), (10)) will take the form

The algebraic variables and can be solved for
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and if the matrices and select which algebraic vari-
ables the two subsystems output, i.e., the tie-line voltage mag-
nitudes and phases, the DAEs can be recast into the following
ordinary differential equations:

(11)

and

(12)

where

We can note that the system has one input signal and one
output signal apart from the input-output pair that defines its
interconnection with the external area . These are the exoge-
nous inputs and the global outputs and they should preferably
be selected so that they have a high participation in the modes
that are of most importance. Participation factors can be used as
a guide towards this end [35].
3) Model Reduction: With and on the form (11) and

(12), the state space equations for the interconnected system
can readily be found after which the model reduction

algorithm in Section III can be applied [27].
4) Nonlinear Model: With the system being reduced to

it can be reconnected to the nonlinear description of the study
area yielding the reduced interconnected system

B. Frequency-Weighting

Choosing inputs that excite certain modes of choice and out-
puts that have high participation in them will result in better
model accuracy around the frequencies corresponding to those
modes. However, a more general approach for controlling the
accuracy in a frequency band is to use frequency filtering of

Fig. 3. Klein-Rogers-Kundur 2-area system.

the input and/or output signals [23]. For notational simplicity
only filtering of the output will be considered. The Gramians
will then be calculated for connected in series with a
frequency filter. The Gramians, here the reachability Gramian,
would have the structure

where is the frequency-weight, which could for instance be a
low-pass filter if good accuracy at lower frequencies has higher
priority. The submatrix is then selected for the subsequent
model reduction.

V. APPLICATION TO POWER SYSTEM MODELS

A. Klein-Rogers-Kundur 2-Area System

To illustrate how structured model reduction can be applied,
we begin by studying a modified version of the Klein-Rogers-
Kundur 2-area system which is controlled by one AVR and PSS
connected to generator 1. We will define generator 1 and bus 1
and 5 to be the study area (Fig. 3), which is the area from which
the system will be controlled. The model is of order 31 out of
which 18 states are used for the external area.
1) Eigenvalue Analysis: Similar to the original Klein-

Rogers-Kundur 2-area system, this system has one inter-area
mode with frequency 0.68 Hz and two local modes, one in-
volving generator 1 and 2 of 1.4 Hz and one with generator 3
and 4 of 0.75 Hz. Since these three modes dominate the electro-
mechanical dynamics, we show how well they are captured for
different model orders in terms of their frequency and damping
in Table I. We see that the fifth order model of the external area
retains the 0.75-Hz local mode well, whereas the model order
is insufficient in terms of the 1.4-Hz mode. The inter-area mode
is not captured at all, which has to do with the low model order.
Adding more states to the model rectifies this and with a model
order of 11, the eigenvalues are almost identical to those of the
full system.
It is interesting to compare the order in which the modes are

captured for the Klein-Rogers-Kundur system in this paper with
the order in [36], where some parameter values of the power
system were different and no PSS was used. With no PSS the
least damped mode was the inter-area mode and being the most
controllable and observable mode of the system, it was captured
first by the reduced model. This can be contrasted with the out-
come of the model reduction presented in Table I, where the
inter-area mode is captured last. In this case, due to the pres-
ence of the PSS, the inter-area mode is the most damped mode
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TABLE I
EIGENVALUES OF A SELECTION OF REDUCED ORDER MODELS COMPARED TO THE FULL-ORDER LINEAR MODEL

Fig. 4. Transients of the machine speed after an initial perturbation to the
machine angle .

of the three highlighted ones and this will affect the properties
of the reduced model.
2) Structured Model Reduction vs. Balanced Truncation: An

alternative to using structured model reduction to reduce the
external area, would be to apply ordinary balanced truncation
without accounting for the effects of the study area. This ap-
proach would entail calculating the Gramians for the external
system and base the reduction on those as opposed to cal-
culating the Gramians for the entire system and then
selecting the sub-Gramians corresponding to the external area
to find the reduced model (Section III).
To compare these two methods we have applied them to the

modified Klein-Rogers-Kundur 2-area system. As exogenous
input signal to the system the machine angle was chosen be-
cause of its high participation in the inter-area mode and the
0.75-Hz local mode. No input signal was chosen from the study
area, since it cannot be used together with ordinary balanced
truncation applied to the external area and we want to have the
same input and output signals in both cases to make a fair com-
parison between the algorithms. The machine speed and the
voltage and phase at the tie-line were chosen as output
signals.
Under these conditions it was found that the structured model

reduction yielded more accurate models. An illustration of this
is seen in Figs. 4 and 5, which show the transients of themachine
speed and the phase difference at the tie-line , respec-
tively, after an initial perturbation to in the study area. These
simulations were done with a 8th order model of the external
area. This result is to be expected since balanced truncation ig-
nores the effects of the study area on the external area. Similar
results were seen for the WSCC 3-machine 9-bus system [37].
Apart from these examples it can be noted that it is more natural
to perform structured model reduction since it permits having
input/output signals that are variables of the study area. This is
of interest if we want to model a particular variable of the study
area with more accuracy.

Fig. 5. Transients of the phase difference at the tie-line after an initial
perturbation to the machine angle .

Fig. 6. Transients of after an initial 5% perturbation of of generator 1.

3) Linear vs. Nonlinear Model Reduction: For small devia-
tions from the steady-state it is known that linearized systems
are sufficient to model nonlinearities, but for larger perturba-
tions it is necessary to use a nonlinear description. This moti-
vates the choice of retaining a nonlinear description of the study
area while using a reduced linear model of the external area. The
idea is that if there is a perturbation in the study area, the effects
of it will be greatest in its proximity, thus motivating a nonlinear
model of it, while the external area is less affected and conse-
quently it can suffice to have a linear model of it. To demon-
strate this idea consider a 5% perturbation of of generator
1 from its steady-state value. We see in Fig. 6 how the saturation
in the field voltage is captured by the nonlinear reduced model,
whereas it is lost in the linear reduced model. Fig. 7 shows that
nonlinearities are also necessary to model the phase angles. It is
seen that the trajectories of the full nonlinear model and of the
reduced nonlinear model are close to each other.

B. KTH-NORDIC32 System

1) System Description and Simulation Method: Wewill now
consider the KTH-NORDIC32 system, which is a model of the
Swedish power system and its neighbors [38]. It is composed of
52 buses, 52 transmission lines, 28 transformers, and 20 gener-
ators, of which 12 are hydro generators and 8 are thermal gen-
erators. It was noted in [38] that there are three primary modes
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Fig. 7. Transients of after an initial 5% perturbation of of gen-
erator 1.

of interest in the KTH-NORDIC32 system: two electromechan-
ical inter-area modes of frequency 0.49 Hz and 0.77 Hz, respec-
tively, and a drift mode of 0.058 Hz stemming from load and
turbine/governor dynamics.
To be able to apply the structured model reduction algorithm

we define the southern area with generator number 18 and buses
18 and 50 as the study area. The transmission lines between
buses 50 and 49 are defined as the tie-lines between the study
area, with one generator, and the external area. Originally the
external area has 246 states. The reduced external area of model
order 17 is chosen here.
To demonstrate the effectiveness of the proposed reduc-

tion method, the following studies have been carried out
to compare the response of the full nonlinear model of the
KTH-NORDIC32 system against a reduced order linear model.
The simulations of the full nonlinear model were carried out
using PSAT’s nonlinear time-domain simulation routine. The
linearized matrices of the external area are computed using the
proposed model reduction method and while those of the study
area are created by using PSAT’s small signal stability analysis
routine, simulations are performed using MATLAB/Simulink.
2) Sensitivity to the Generator’s Control Inputs: To begin

with, we will perturb the system by changing the voltage refer-
ence value of the AVR of generator 18 at and simulate
for 20 s. Four case studies have been carried out, they are: 2, 3,
4, and 5% change in the reference value. The monitored vari-
ables are voltage angle differences between Bus 49 and Bus 50,

, which are the interface variables between the study
and the external areas.
The results of 2 and 5% step change are presented in Figs. 8

and 9, respectively. Despite some small differences in the am-
plitude in the latter case, it can be seen that the reduced model
matches the full nonlinear model relatively well for both cases in
terms of oscillation frequency of the dominant inter-area mode,
0.49 Hz. In addition, the drift mode of 0.058 is also observable
in the reduced model in both cases.
The peak-to-peak error is computed and summarized for all

4 cases in Table II. Note that the computation is taken from
to . From the results in the table, the errors

are comparatively low except for the 5% step change.
Next, we will apply a step change to the speed reference of

the governor of generator 18, . Four cases are considered,
they are: 0.2, 0.4, 0.7, and 1% step change in the reference value.
The results of 0.2 and 1% step change are presented in Figs. 10

Fig. 8. Responses of after a 2% perturbation to .

Fig. 9. Responses of after a 5% perturbation to .

TABLE II
ERROR COMPUTATION OF DIFFERENT STEP INPUT

TO THE VOLTAGE REFERENCE OF THE AVR

and 11, respectively. It can be seen that the reducedmodel is able
to match the full system relatively well in the first case. On the
other hand, in the second case, the reduced model matches the
full model in the first 10 s of the responses and starts to deviate
afterwards.
The peak-to-peak error is computed and summarized for all

4 cases in Table III. The errors are comparatively low.
3) Sensitivity to Line Removal: In this study, a breaker is

placed in one of the parallel lines between Bus 49 and Bus 50.
Four case studies are carried out by varying the breaker opening
duration; they are 80, 120, 160, and 200 ms. Responses of the
voltage angle differences, , when the duration are 80
and 200 ms are presented in Figs. 12 and 13, respectively.
According to Fig. 12, it can be seen that, despite some devi-

ations in the peak amplitude, the reduced model preserves the
inter-area frequency of oscillation and its responses match those
of the full nonlinear model. As the disturbance becomes larger,
as in Fig. 13, in addition to peak deviations, a phase shift be-
tween the two systems is noticeable. Note that during the first
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Fig. 10. Responses of after a 0.2% perturbation to .

Fig. 11. Responses of after a 1% perturbation to .

TABLE III
ERROR COMPUTATION OF DIFFERENT STEP INPUT

TO THE SPEED REFERENCE OF THE TURBINE GOVERNOR

Fig. 12. Responses of after opening a line for 80 ms.

cycle after the disturbance, another inter-area mode, 0.77 Hz,
is noticeable in the full nonlinear system response and partially
captured by the reduced model. Note that inter-area dynamics

Fig. 13. Responses of after opening a line for 200 ms.

TABLE IV
ERROR COMPUTATION OF DIFFERENT BREAKER DURATION

Fig. 14. Sensitivity to line impedance variations: Full system.

dominate the response of the system for this type of pertur-
bation, and thus, dominate the response of the reduced linear
model also.
The peak-to-peak error is computed and summarized for all 4

cases in Table IV. Although, these values are larger than those
of the previous two studies, they are still relatively low.
4) Sensitivity to Line Impedance Variations: A fictitious line

with a breaker is added in parallel to the two existing lines be-
tween Bus 49 and Bus 50. The impact of line impedance on
the full and reduced models is investigated by opening the line
for 80 ms and varying the line impedance. Five different line
impedance values have been considered here; they are 1, 2, 5,
7.5, and 10 pu. The comparison among 5 cases for the full and
reduced models are illustrated in Figs. 14 and 15, respectively.
For both systems, the larger the line impedance, the smaller

the amplitude of oscillations becomes (i.e., the network is
stiffer). Comparing between the full and the reduced systems,
the reduced system manages to preserve the 0.49-Hz inter-area
mode but partially captures the 0.77 Hz during the first cycle
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Fig. 15. Sensitivity to line impedance variations: Reduced system.

after disturbance. Overall, the amplitudes of oscillation in the
reduced model are larger than those of the full system.

VI. CONCLUSION

This paper has presented a model reduction algorithm which
is applicable to power systems that can be divided into a study
area and an external area. The algorithm is based on an ex-
tension of balanced truncation which takes the behavior of the
full power system into account when reducing the external area.
This means that if certain frequency ranges are amplified more
by the study area, the reduced model of the external area will,
as a result, be more accurate in those frequency ranges.
We have demonstrated the proposed algorithm on the

Klein-Rogers-Kundur 2-area system and the KTH-NORDIC32
system. In the latter system, we have demonstrated the validity
and sensitivity of the reduced model to different types of distur-
bances. For small disturbances, the reduced model is capable
of matching the responses of the full model nearly well; partic-
ularly, the principal modes of oscillations are well-preserved.
For larger disturbances, despite some deviations in the peak
amplitude of oscillation, the reduced model is sufficient to
model the transients following a perturbation. It was shown that
the proposed model reduction algorithm is feasible for small
and large power systems.
The application of the proposed model reduction method re-

quires to couple the nonlinear model of the study area with a
linearized model of the reduced area. The work in this article
has been performed using MATLAB/Simulink. Such simulation
method is not common in proprietary power system simula-
tion software. To the knowledge of the authors, the only ded-
icated power system software capable of this type of simulation
is DOME [39]. Hence, aspects of software implementation in
proprietary and dedicated power system analysis tools remain
an open issue.
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