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SUMMARY

Wide-area early warning systems are dependent on synchrophasor data-based applications for providing
timely information to operators so that preventive actions can be taken. This article proposes the use of
voltage sensitivities computed from synchrophasor data for voltage stability monitoring, and a visualization
approach that can be implemented in wide-area early warning systems. In order to provide reliable information,
this article addresses the issue of data filtering and correction and proposes a filtering methodology for robust
voltage sensitivity computation. The methodology is developed considering both positive-sequence simulations
for methodology development purposes, and real phasor measurement data from a real-time (RT) hardware-
in-the-loop (HIL) laboratory for testing the robustness of the developed approach under more realistic
conditions. The limitations of the positive-sequence simulation approach for developing phasor measurement
unit (PMU)-data applications are highlighted, and the challenges of working with the RT-HIL lab are recog-
nized. The proposed sensitivity computation approach has also been applied to a real PMU-data obtained
from the Nordic transmission system where results are sustained. Copyright © 2014 JohnWiley & Sons, Ltd.
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1. INTRODUCTION

Phasor measurement units (PMUs) have been adopted to provide a high-sampling rate positive-
sequence voltage and current phasors for wide-area monitoring, protection and control (WAMPAC)
systems [1]. The successful deployment of PMUs [2] and applications that harvest their data in
WAMPAC systems have the potential of gradually transforming today’s power transmission networks
into smart transmission grids [3]. Within WAMPAC systems, wide-area early warning systems are
dependent on synchrophasor data-based applications for providing timely information to operators
so that preventive actions can be taken.
As recognized in [3], the development and deployment of PMU-data-based applications have been

slow, limiting the potential of WAMPAC systems. Nevertheless, to date, a number of applications
have been implemented in industrial wide-area monitoring systems (WAMS), mainly to provide
awareness to disruptive events. The use of these applications is catered, for example, to provide the
wide-area visibility [4,5], the detection of critical oscillatory mode properties [6,7] and the voltage
instability detection [8]. Note that the design of WAMS and WAMPAC systems in general also includes
the possibility for implementing other applications [9].
Most of the voltage instability detection methods that have been proposed, with two notable excep-

tions [10,11], rely upon the construction of Thévenin equivalent models with synthesized parameters.
Although useful and reliable, these methods have limitations which have been recognized in [11,12].
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With “wide-area methods” [10,11], the use of sensitivities may have great potential for detecting the
inception of voltage instabilities in wide areas without depending on circuit synthesis. However, the
computation of sensitivities from synchronized phasor-measurement data has several challenges.
First, the development of most voltage stability (VS) monitoring methods has been traditionally

carried out through positive-sequence-based (PSB) models and simulations. This is reasonable in
principle as the time scale of this type of instability is, in most cases, larger in comparison to other
types of instabilities [13]. However, it has the disadvantage that the synthetic data generated by the
simulation of these models does not contain the actual features that one expects from actual PMU-data,
nor does it deal with the possible data errors and inconsistencies embedded in synchrophasor streams.
A lack of and/or incorrect data processing can yield incorrect information, which can mislead operators
to take non-optimal preventive actions, or even an improper action that could lead to a collapse.
This article proposes the use of voltage sensitivities computed from synchrophasor data for VS

monitoring, and a visualization approach that can be implemented in wide-area early warning systems.
A filtering methodology for robust voltage sensitivity computation is proposed. The methodology is
developed considering both positive-sequence simulations, and real phasor measurement data from
a real-time (RT) hardware-in-the-loop (HIL) laboratory for testing the robustness of the developed
approach in control room applications. The limitations of the positive-sequence simulation approach
for developing PMU-data applications are highlighted, and the challenges of working with the RT-HIL
lab are recognized. The proposed sensitivities have also been applied to a real PMU-data obtained from
the Nordic transmission system where results are sustained.

2. WIDE-AREA VS MONITORING CONCEPTS

Voltage instability detection methods can be categorized in to the following branches: local [14,15]
versus wide-area measurement [16] or synchronized [17] versus non-synchronized [18] approaches.
The idea behind these categories is on how the accumulated measurement information is used. To have
an complete system awareness, it appears that the entire power system state needs to be reconstructed
from synchrophasor measurements and other data [19], or that different indices for different system
components need to be computed to determine instabilities [17]. It can be argued that wide-area early
warning systems could contain monitoring tools that display VS indicators; however, it is not clear
how to present this information to operators so that it is easy to understand. Therefore, the ultimate
goal of this article is to create the VS indicators by computing sensitivities that are simple to
comprehend.
PMU-data must be first pre-processed in order to compute accurate and robust sensitivities if

they are to be used for control room applications. This issue is avoided in [10] by extracting the
slope of the sensitivities instead of sensitivities themselves. To achieve this, a parcel of data is
needed, delaying the delivery of information to a wide-area early warning system. The pre-processing
issue is partly addressed in [12] by using filtering to separate the quasi-steady state components of
simulated data; however, the approach is limited because the simulated data does not contain the
correct features observed from PMU-data and it is not capable to cater for inconsistencies and errors
embedded in them. Hence, a filtering methodology for robust voltage sensitivity computation is
proposed in Section 4.

3. PV AND QV SENSITIVITIES AS VS INDICATORS

The use of voltage sensitivities for voltage instability detection has been proposed in [11,20,21,10]. In
this study, a similar approach is adopted; however, a different Jacobian matrix from that of the standard
power flow problem is utilized. First, individual components of sensitivities are constructed from the
power flow in each transmission line (one direction) instead of injected power flow of the bus
(summation of power flow). Second, the lines’ power flow is calculated solely based on measured
voltage and current phasors. This means that the effects of shunt capacitances of the transmission line
(in the case of medium and long lines) of the nominal π-model are also included.
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The transmitted power on the line can be expressed as follows:

Sik ¼ Vie jδi I ike jδik
� ��

Pik ¼ Re Sik
� �

; Qik ¼ Im Sik
� � (1)

where

Vi ¼ voltage magnitude at Bus i:

Iik ¼ current magnitude from from Bus i to Busk:

δi ¼ voltage angle at Bus iwhere δik ¼ δi � δk

Sik ¼ complex power transmitted from Bus i to Busk:

Pik ¼ transmitted real power from Bus i to Busk:

Qik ¼ transmitted reactive power from Bus i to Bus k:

From Equation 1, it follows that the real and reactive power flows through the transmission lines can be
calculated directly regardless the system’s parameters (different from [11,12]). Normally, sensitivities
in Jacobian matrix are constructed as a production of partial derivatives; however, these proposed
sensitivities are computed discretely as the ratio of differences in two consecutive computation points
from measured voltages and powers which are constructed as follows:

Sensitivities⇒
δPik tð Þ VPik tð Þ 2ð Þ
δQik

tð Þ VQik
tð Þ

" #
(2)

where

δPik tð Þ ¼ δi tð Þ � δi t � 1ð Þ=Pik tð Þ � Pik t � 1ð Þ ¼ Δδi=ΔPik

VPik tð Þ ¼ Vi tð Þ � Vi t � 1ð Þ=Pik tð Þ � Pik t � 1ð Þ ¼ ΔVi=ΔPik

Similar expressions can also be derived for δQik
and VQik

.
In this paper, only ΔVi/ΔPik, and ΔVi/ΔQik are studied and used as voltage instability indicators.

Each individual component of sensitivities is obtained from the PMU-data. The values of these
sensitivities can aid in assessing voltage instability with the considerations below.

(1) The sensitivities are consistently at a low-positive value (or negative depending the current
measurement direction) with the assumption of steady-state operation. This indicates that a
system operates far away from a voltage instability condition.

(2) The value of the sensitivities will increase positively (or negatively) when a system is stressed.
This denotes a system is moving towards a “weak” operating condition; thus, this is a trend in
the development of the voltage instability.

(3) The value increases abruptly to very high positive (or negative) and switches sign in the case of
a lack of reactive power support for ΔVi/ΔQik or when the maximum power transfer is reached
for ΔVi/ΔPik. This depicts an unstable condition which consequently leads to voltage collapse.

A graphical example and the methodology to use these sensitivities to detect voltage instability and
generate either an early warning alarm or a final alarm are illustrated in Sections 4 and 6, respectively.

4. FILTERING METHODOLOGY

The proposed filtering method used in this study is similar to the low pass-part of the complementary
filter in [22]. There are two restrictions that differentiate this filter from an ordinary low pass filter1

which is affected by discrete events occur in power systems. Therefore, this filter screens out only a

11) the high pass filter must have left-right symmetry (i.e. a zero or linear phase), and 2) the impulse must be added at the center
of symmetry [23].
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high frequency noise. Its aim is to smooth all signals before computing voltage sensitivities. Figure 1
shows a block diagram of the processing method. It starts by taking raw data and applying a first-order
high pass filter with cutoff frequency of 1.37Hz. This cutoff frequency corresponds to the dominant
oscillatory component in the system. Then, the original data is subtracted by the filtered data. By
applying this subtraction, electromechanical oscillations and large outliers are removed from the orig-
inal signal; this is shown in Figure 1 with a (i); signals from this step are termed “Filtered” signals.
There are two ways to filter the signal which are “post-event” and “near real-time” approaches. In

the post-event approach, the time-synchronized data is gathered from different locations for a particular
time range, and the entire set of data is filtered. Here, the start-up and ending transients of the filters are
minimized by matching the initial and final conditions. This is accomplished by reversing the filtered
data sequence and processing the input data in both the forward and reverse directions. On the other
hand, the “near real-time” approach processes the input data only in the forward direction. The
start-up and ending transients for this approach can be eliminated by buffering data into a predefined
finite-size window. The data buffer for eliminating the start-up transient can be constructed by creating
parcels2 which contains the steady-state values of each variable.3 Then, the data in the buffer is
replaced with measurements, one sample at a time, always maintaining the finite-size window full.
The filtering process is applied to each window data, which is updated with each new sample. Finally,
the ending transient of the filter is eliminated by using the last measured samples in a data buffer to
maintain the size of window data (in a similar fashion as described for the other parcels used).
An additional step is to apply a moving average (MA) window by computing the mean and standard

deviation of the filtered signal. The size of the MA window is designed to cover the data which
deviates from the mean value by three standard deviations of the filtered signal, which originally
has the same size as the predefined finite-size window mentioned earlier. Then, this predefined finite
size of the MA window is decreased when MA algorithm detects the data exceeds the threshold
standard deviation. This process is repeated over the entire data set. As denoted in Figure 1 (ii), these sig-
nals are termed “Filtered+MA”. The MA aids to increase the robustness of the computed sensitivities.
This filtering method is applied to both the DIgSILENT PowerFactory simulation (of 0.001 s step-size)
and the PMU measurement data (50 samples per second).

5. EXPERIMENTAL AND SIMULATION SETUPS

5.1. Test system

A one-line diagram of the test system is shown in Figure 2. The system consists of a local area connected
to a strong grid (Thevenin Equivalent) by two 380 kV transmission lines. A motor load (rated 750 MVA,
15 kV) is connected at Bus 4 and supplied via a 380/15 ratio transformer. A load with constant power
characteristics and on-load tap changer (OLTC) dynamics at the distribution side are explicitly modelled
at Bus 5. A local generator (rated 450 MVA, 20 kV) equipped with a simplified IEEE ST1A excitation
system, a standard speed-governing model and a simplified linear model of steam turbine is connected
at Bus 2 to supply the loads through a 20/380 ratio transformer. The load at Bus 5 is equipped with an
automatic discrete OLTC. This system is capable of reproducing different instability scenarios. However,

Filtered
Filtered + MA

(i)

(ii)

Figure 1. Proposed filtering approach for pre-processing data to compute voltage stability indicators.

2This parcel is a vector of data which contain in each entry the steady-state values of its corresponding variable.
3When using models, this steady-state value can be obtained from the power flow solution.
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only voltage instabilities are the focus of this paper. More details regarding components’ modeling and
other instabilities that can be reproduced by this system can be found in [24].

5.2. PSB simulations versus “real” PMU-data

The reason of having the test system in two test platforms (PSB simulations and RT-HIL) is to
guarantee that the proposed sensitivities are robust enough to us as a monitoring tool when the “real”
PMU-data is involved. This is because PSB simulations may exclude the effect of switching devices
and events on measurements, ambient behavior, noise and outliers in actual PMU-data.
Since it is costly to adopt a real power system for experimental purposes, an experimental testing

platform that performs as close as possible to real existing networks is adopted for the experiments
involving real PMU-data. In this paper, we consider only one aspect of the problem by having PMUs
in the loop. Several practical aspects such as problems in communications (e.g. package delay) or impact
of measurement channels (e.g. PTs, CTs, measurement cables) are not considered but will be described
in future publication. A brief summary on how PMU RT-HIL data is generated can be found in [25].

5.3. Study cases

The voltage instability scenario used for demonstration is implemented by increasing the load at Bus 5
of the test system shown in Figure 2. Typical constant active and reactive power models are used. The
load is assumed to change as follows:

PL ¼ PLo 1þ λð Þ (3)

QL ¼ QLo 1þ βð Þ (4)

where PLo and QLo are the initial base active and reactive powers, respectively, and λ and β are varying
parameters representing the active and reactive loading factors, respectively.

Case 1 Load increase without OEL

Case 1.1 PSB simulationAs mentioned earlier, the load at Bus 5 is increased at t= 70 s.
The OLTC tries to restore the voltage at the load bus within its deadband [26].
Since the load increases monotonically, the OLTC unsuccessfully attempts to
restore the load bus voltage, until it reaches its lower limit. The load bus voltage
then decreases stepwise accordingly and the system collapses at t= 440 s (see
Figure 3).
The filtering approach and sensitivities computation (as described in Sections 4
and 3, respectively) are applied in order to demonstrate advantages of the pro-
posed method. Figures 3 and 4 show the difference between filtering and not fil-
tering a voltage and the corresponding PV-curve at Bus 5, respectively. Figure 5
depicts the plot of a sensitivity (ΔV5/ΔP53) at Bus 5 that was obtained by using
data from a DIgSILENT PowerFactory PSB simulation.

Figure 2. Test system used for generating voltage instability scenarios.

SENSITIVITIES FOR VOLTAGE STABILITY MONITORING AND VISUALIZATION 937

Copyright © 2014 John Wiley & Sons, Ltd. Int. Trans. Electr. Energ. Syst. 2015; 25:933–947
DOI: 10.1002/etep



As mentioned in Section 3, the sensitivity (ΔVi/ΔPik in this case) can be used to
generate an early warning alarm when its value changes from positive to nega-
tive; this occurs at t = 400 s (while the system collapses at t = 440 s). This early
warning alarm can be generated by setting a threshold value (e.g. ΔV5/ΔP53 =
0.08); this allows detection before the sensitivity changes abruptly to a large
positive value. This can be verified from Figure 3. The spikes shown in the
green in Figure 5 correspond to OLTC tap position changes. It can also be
noted that the sensitivity calculated from the unfiltered data (green dashed
line) are vulnerable to OLTC tap switching and vary abruptly compared with
those computed using data which has been filtered, or filtered with MA.
Figure 6 shows that the “filtered +MA” approach provides a more robust
result compared to the one without MA. However, these filtering methods
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Figure 4. Filtered and unfiltered PV-curve (PSB simulation).
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(either with or without MA window) introduce a small delay to the calcula-
tion (≈5 s for this experiment).

Case 1.2 RT-HIL simulationThe same experiment is conducted in the laboratory using
the RT-HIL approach, and the synchrophasors for Bus 5 are acquired. Figure 7
shows the voltage magnitude from the phasor streamed out from a SEL PMU.
Note that the traces obtained from the PMU have a higher resolution than those
from the PSB simulation (Figure 3). Notice that Figure 7 clearly contains not
only electromechanical oscillations, but also noise, and outliers due to the
switching of discrete devices whereas Figure 3 does not contain most of these
characteristics. To develop a robustwide-area monitoring application, these data
features need to be considered.
Similar results were obtained using PMU-data, which are shown in Figure 8.
Here, the spikes due to OLTC switching that appear in the computed sensi-
tivities are much higher than those obtained using PSB simulation results.
This is of natural occurrence with measurement devices when sampling a
signal that has been subject to discrete switching. Moreover, there are other
nuisances in the PMU-data generated from the RT-HIL simulator such as
outliers and noise. The “filtering +MA” approach helps in dealing with these
natural characteristics of measurement data.
In addition, the voltage when the system becomes unstable for Case 1.1 is
lower compared with of Case 1.2. This is because the load in Case 1.1 is
modeled as constant impedance characteristic which leads to the collapsing
point not necessary to be at the tip of the PV-curve but it can be at very
low voltage value [27] (see Figure 4). This means that the lower part of
the PV-curve, which indicates an unstable region, can be drawn before
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Figure 5. Plot of calculated ΔV5/ΔP53 sensitivity at Bus 5 from filtered PSB simulation data.
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reaching instability limit. Meanwhile, the load in Case 1.2 is modeled as
constant power characteristic where the tip of the PV-curve represents both
the maximum loadability and voltage instability limit [27]. The intention of
having constant power load is to verify that the proposed sensitivities can
detect a voltage collapse whether the voltage level is not at low values or
if the lower part of the PV-curve does exist as with constant impedance
loads. Therefore, sensitivities only increase abruptly to very high positive
but do not switch sign as in Case 1.1.

Case 2 Load tripping with OEL limitIn this test scenario, an over excitation limiter (OEL) is
added to allow a generator to operate at high excitation levels for a sustained duration.
An OEL is adopted to suppress the field current for cases when the temperature of the field
winding exceeds the allowed level. The test system (shown in Figure 2) is modified by
adding a transmission line parallel to L1-3. A modification is done so that the total imped-
ance of these lines equals to the same as in the original system.

A voltage instability is created by tripping one of the parallel lines between Bus 1 and Bus 3. The
generator at Bus 2 produces more power to compensate the power flow from the Thevenin equivalent
due to disconnected line. As seen in Figure 9, the OLTC also attempts to restore the load bus voltage;
however, an OEL at the generator is activated (at “ ”). Consequently, the generator voltage is no
longer controlled and the voltage at Bus 5 drops steeply as shown in Figure 9. Figure 10 also shows
that the OLTC attempts to restore the load bus voltage to the initial load condition (represented by
the vertical dash-dot line). However, when OEL’s limit is reached, the system’s operating point jumps
from one PV-curve (at “ ”) to another PV-curve (“ ”) where there is no intersection between the
PV-curve and the load, thus the system is unstable.
The ΔVi/ΔQik (see Figure 11) is of interest due to coupling between voltage and reactive power.

After the OEL’s limit is reached, it can be seen that the ΔV5/ΔQ53 increases sharply and switches from
positive values to negative ones.
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Figure 7. Voltage magnitude at Bus 5 from PMU measurements.
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Case 3 Real PMU-data from the Nordic gridIn this case, the PMU-data from 29 January 2010
was gathered from three PMUs installed in the Nordic grid. Figure 12 shows PMUs located
at high voltage substations.

Figure 13 shows measured voltage from three substations, and Figure 14 depicts only the filtered
voltage of the “North” substation obtained by applying the filtering method described in Section 4.
As seen in Figure 14, the voltage at “North” substation started to drop at 16:07 h and one of the

transmission lines near the substation was disconnected at 16:10 h. The OLTC was activated to step
up the voltage level at 16:12 h and 16:15 h, respectively. However, since the voltage was very low
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(0.93 pu approximately), a large industrial load, which is located 160 km away from the mainland, was
manually disconnected to prevent a voltage collapse. Figure 15 shows the ΔVi/ΔQik

4 sensitivity
calculated from PMU-data of the “North” substation can detect the line tripping (indicated by “1”),
the two steps of OLTC’s activation (“2” and “3”) and the load disconnection (“4”). The authors suspect
that the ΔVi/ΔQik sensitivity would increase steeply if the load was not shedded. In addition, it is worth

4ΔQik is calculated from the measured reactive power flows in the line towards the large industrial load
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noting that the sensitivity decreases after the load disconnection and it remains at a positive value
which means that the system is stable.
It has been proved that the proposed sensitivities are feasible for PSB simulation, RT-HIL and real

PMU-data cases. Since individual sensitivities are reconstructed from measurements, there are many
advantages obtained from this proposed method. First, power system or its topology changes are not
required. Second, for short-term dynamics such as generator control and limits, e.g. OEL, although

Figure 12. Nordic transmission system and approximate PMU locations.
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their actual control modes are not known by the methodology, it is possible to detect their change from
the computed sensitivities. Also, the methodology is feasible for systems that consist of discrete
switching components, e.g. OLTC, where unwanted noise and especially outliers exist.

6. VISUALIZATION APPROACH

For visualization purposes, the voltage phasors are gathered from different locations of the system
shown in Figure 2. Each incoming voltage and current phasors from different locations is filtered as
described in Section 4. Then, the active and reactive power flow of each line is calculated from 1.
Consequently, sensitivities are computed as described in Section 3. The computed sensitivities for each
location are assembled in one display which maps their values to a contour overlaying the power
system one-line diagram.5 Figure 16 shows a screenshot of the VS monitor tracking ΔV5/ΔP53

(Case 1.1 in Section 5.3). As shown in Figure 16, the contour is on the left-hand side while the
sensitivities are displayed in the middle; a vertical red line indicates the time instant for which the contour
is being computed. The top-right-hand side is the PV-curve of a particular bus chosen by the user. A red
circle indicates the current operating condition, which has been computed from the PMU-data. Vertical
and horizontal yellow and red dash–dot lines indicate the distance to the maximum power transfer
(active power margin) for the ΔVi/ΔPik thresholds that have been set by user. These correspond to the
“traffic signal” that is displayed on the bottom-right-hand side. The green light of this traffic signal

5Observe that this could also be done using a Geographical Information System (GIS).

Figure 16. Screenshot of voltage stability monitor: ΔV5/ΔP53 sensitivities.

Figure 15. ΔVi/ΔQik sensitivity calculated from PMU-data of the “North” substation.

R. LEELARUJI ET AL.944

Copyright © 2014 John Wiley & Sons, Ltd. Int. Trans. Electr. Energ. Syst. 2015; 25:933–947
DOI: 10.1002/etep



indicates the fact that the system is in a secure operating state while yellow and red refer to an insecure
and an emergency state, respectively. Determination of the PV and QV curves and P & Q margins for
each bus can be carried out off-line through continuation studies, or on-line as proposed in [28]. All of
these quantities can be updated dynamically as the data is processed and passed to the display for
visualization. Two thresholds for alarms are set at ΔV5/ΔP53 = 0.08, for an early warning signal
(yellow dash–dot line), and ΔV5/ΔP53 = 0.24, for a final alarm (red dash–dot line). A similar screenshot
of ΔV5/ΔQ53 can be done in the similar way.
To explain how this wide-area early warning monitoring tool works, two screenshots of ΔV5/ΔQ53

(Case 1.1 in Section 5.3) at two different times (I at t=240 s and II at t=360 s) are captured and
combined as shown in Figure 17. The voltage instability scenario is implemented by increasing load at
Bus 5 as explained earlier. The load increase raises the value of the sensitivities. This in turn changes the
colors of the contour map. This color corresponds to the sensitivity values. The selected QV-curve (of
Bus 5, in this case) changes its value decreasingly when the load increases. Before the system collapses,
an early warning signal can be generated by setting different threshold values. In the illustration in
Figure 17, an early warning signal (yellow) can be generated when ΔV5/ΔQ53 = 0.2 (at t=240 s) and a final
alarm signal (red) in case ΔV5/ΔQ53 = 0.6 (at t=360 s), respectively. The traffic light in the monitor will
change colors accordingly. Thus, the proposed approach is capable of providing an early warning even
earlier, e.g. at t=160 s since the value of ΔV5/ΔQ53 changes from positive to negative at t=400 s (while
the system collapses at t=440 s); however, we have set a conservative threshold for our illustration.

7. CONCLUSIONS AND FUTURE WORK

This article has described an approach for using voltage sensitivities computed from synchrophasor data,
and a visualization approach that can be implemented for wide-area VS monitoring to be used in wide-
area early warning systems. If implemented for control room use, this monitoring tool can be used by sys-
tem operators in order to track the states of power system during normal and severe operating conditions.
The idea behind this approach is to ease system operators’ tasks by automatically generating

early warning signals before a collapse occurs. To achieve this, sensitivities calculated from
voltage phasors are utilized as stability indicators. Different system conditions are determined
by the sensitivities which need to be computed from filtered synchrophasor measurement data.
The filtering approach is effective in sorting out unwanted electromechanical oscillations, noise
and outliers before computing the sensitivities. Both visualization and filtering approaches are
validated by using positive-sequence simulations, PMU-data from an RT-HIL and PMU-data
from a real transmission system.
The most important lesson to share from this experience is that any PMU-data application for WAMS,

and especially early warning systems, must be thoroughly tested with actual PMU measurements to

Figure 17. Transition of ΔV5/ΔQ53 sensitivities from t = 240 s to t= 360 s.
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guarantee its robustness. The effects of inherent data characteristics will require algorithms to cater for rel-
evant features which are simply not present from traditional positive-sequence simulations. To this end, the
use of an RT-HIL laboratory has been shown to be very advantageous in case a real data is not available.
There are several issues that must be further addressed, including but not limited to: optimal filter

design for sensitivity computations, base-lining for determining thresholds for different voltage
instability indicators, etc. The ultimate goal is not only to have real-time visualization of power
systems and early warnings, but also to use these sensitivities to automate certain actions of existing
controllers in the power system before the PMU-data is centralized in the control room.

8. LIST OF SYMBOLS AND ABBREVIATIONS

8.1. Symbols

Vi voltage magnitude at Bus i
Iik current magnitude from from Bus i to Bus k.
δi voltage angle at Bus i.
δik voltage angle difference between Bus i and Bus k.
Sik complex power transmitted from Bus i to Bus k.
Pik transmitted real power from Bus i to Bus k.
Qik transmitted reactive power from Bus i to Bus k.
δPik partial derivatives of voltage angle at Bus i with respect to active power flow from Bus i to Bus k.
δQik

partial derivatives of voltage angle at Bus i with respect to reactive power flow from Bus i to
Bus k.

VPik partial derivatives of voltage magnitude at Bus i with respect to active power flow from Bus i to
Bus k.

VQik
partial derivatives of voltage magnitude at Bus i with respect to reactive power flow from Bus i
to Bus k.

Δδi voltage angle difference between present time step compares to previous time step at Bus i.
ΔVi voltage magnitude difference between present time step compares to previous time step at Bus i.
ΔPik active power flow (from Bus i to Bus k) difference between present time step compares to pre-

vious time step.
ΔQik reactive power flow (from Bus i to Bus k) difference between present time step compares to

previous time step.
δQik

partial derivatives of voltage angle with respect to reactive power.
PL0 initial base active power.
QL0 initial base reactive power.
λ active loading factor.
β reactive loading factor.

8.2. Abbreviations

RT real-time
HIL hardware-in-the-loop
PMU phasor measurement unit
WAMPAC wide-area monitoring, protection and control
WAMS wide-area monitoring systems
VS voltage stability
PSB positive-sequence-based
MA moving average
OLTC on-load tap changer
OEL over excitation limiter
PTs potential transformers
CTs Current transformers
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