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Identification of Power System Dominant Inter-Area
Oscillation Paths

Yuwa Chompoobutrgool, Student Member, IEEE, and Luigi Vanfretti, Member, IEEE

Abstract—This paper presents three algorithms for identi-
fication of dominant inter-area oscillation paths: a series of
interconnected corridors in which the highest content of the
inter-area modes propagates through. The algorithms are de-
veloped to treat different sets of data: 1) known system model;
2) transient; and 3) ambient measurements from phasor mea-
surement units (PMUs). These algorithms take feasibility into
consideration by associating the network variables made available
by PMUs, i.e., voltage and current phasors. All algorithms are
demonstrated and implemented on a conceptualized Nordic Grid
model. The results and comparison among three algorithms are
provided. The applications of the algorithms not only facilitate in
revealing critical corridors which are mostly stressed but also help
in indicating relevant feedback input signals and inputs to mode
meters which can be determined from the properties of dominant
paths.

Index Terms—Inter-area oscillations, network modeshapes,
dominant path, power oscillation monitoring.

I. INTRODUCTION

O NE goal of wide-area measurement system (WAMS) is to
have tracking tools for oscillatory dynamics in intercon-

nected power grids, particularly those which are critical to op-
erational reliability, i.e., inter-area oscillations [1]. Insufficient
damping of low-frequency inter-area oscillations arises as weak
interconnected power systems are stressed to meet up with in-
creasing demand [2]. This inadequacy may lead to oscillatory
instability where the system can collapse.
“Interaction paths,” which are defined as the group of trans-

mission lines, buses, and controllers which the generators in a
system use for exchanging energy during swings, are one impor-
tant source of dynamic information necessary for WAMS [1].
If the interaction paths of inter-area swings can be identified,
monitored, and tracked, proper preventive measures or control
actions can be carried out to enhance the system’s transfer ca-
pacity while maintaining high security.
An important characteristic of power oscillations is that, for

every mode of oscillation, there exists a series of connecting
corridors in which the highest content of the mode propagates
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through. For a particular case of inter-area modes, the path is
termed “dominant inter-area oscillation path” [3], which is a
concept based on the notion of interaction paths. These dom-
inant inter-area oscillation paths are deterministic [4]. Further-
more, signals from the dominant path are the most observable
and have the highest content of inter-area modes. Results from
the study suggest that using the dominant path signals for wide-
area control, adequate damping performance can be achieved.
The aim of this study is thus to propose and demonstrate a

set of algorithms used to identify the critical interfaces which
constrain power transfer capacity, namely dominant inter-area
oscillation paths. Three algorithms are developed to treat dif-
ferent sets of information: 1) known system model; 2) tran-
sient; and 3) ambient measurements from phasor measurement
units (PMUs). In particular, all of the algorithms employ voltage
and current variables since they are practically available from
PMUs. The outcomes of this study can be used to indicate crit-
ical corridors of inter-area oscillations and to select plausible
feedback input signals to damping controllers.
This paper is organized as follows. Section II describes con-

cepts and theories used in the study. The model-based algorithm
and its demonstration on a test system is described in Section III.
Section IV presents two algorithms for handling the two types
of measurements from PMUs: transient and ambient data. Their
corresponding algorithm demonstrations on the test system are
provided. Algorithms comparison and important issues are dis-
cussed in Section V. Finally, the conclusions of this study are
drawn in Section VI.

II. THEORETICAL BACKGROUND

A. Power System Linearized Model

The linearized model of an -machine power system can be
given in a state-space form as

(1)

where is the system matrix, is the input matrix, is
the output matrix, is the feedforward matrix, is the state
vector, is the control vector, and is the output vector.
Assuming , the model is expressed as

(2)

where matrix represents the state matrix corresponding to the
state variables , and . Elements in refer to other
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state variables. Then, performing eigenanalysis, the mode shape
is derived from

(3)

where are eigenvalues of the system and
are the corresponding right eigenvectors (or mode shapes) and
is the number of state variables. Inter-area oscillations, as well

as other modes, are determined from the eigenvalues.

B. Network Sensitivities [5]

The sensitivities of interest are those from network variables;
namely, bus voltages and line current with respect to change
in the state variables, e.g., machine’s rotor angle or speed
. Since PMUs provide measurements in phasor form, the

analyses in this study focus on two quantities: magnitude and
angle. That is, the network sensitivities are the matrix from
(1) with voltage and current (both in magnitude and angle) as
the outputs . Voltage magnitude and angle are represented
by and , respectively, whereas line current magnitude are
represented by .
Sensitivities of the voltage magnitude and angle

are expressed as

(4)

In the same manner, sensitivity of the line current magnitude
is expressed as

(5)

where the subscript indicates the direction of current from
bus to bus .

C. Network Modeshape

As introduced in [5], network modeshapes are the pro-
jection of the network sensitivities onto the modeshape, and are
computed from the product of network sensitivities and mode
shapes. They indicate how much of the content (open-loop ob-
servability) of each mode is distributed within the network vari-
ables. The expressions for voltage magnitude and angle mode-
shapes ( and ) are

(6)

Similarly, for the line current magnitude we have

(7)

The concept of network modeshape is used to characterize
dominant paths for each mode of oscillation. Since the modes

Fig. 1. Conceptualization of the dominant path in a two-area system.

of concern in this study are those related to inter-area oscilla-
tions, the paths to be identified are those belonging to inter-area
swings, hence, dominant inter-area oscillation paths.
Dominant inter-area oscillation paths are defined as the

passageway containing the highest content of the inter-area
oscillations. For inter-area oscillations, current magnitude
modeshapes indicate how much of the contents of the
inter-area modes are distributed among the transfer corridors.
Thus, for particular inter-area oscillations, corridors having the
highest content of current magnitude modeshapes signify the
paths where the inter-area oscillations will travel to the most.
On the other hand, the magnitude of voltage magnitude and
angle modeshapes ( and ) indicate the modal observ-
ability of a signal. The larger in magnitude the modeshape is,
the more observable the signal measured (from the dominant
path) becomes. This will be helpful when selecting feedback
signals having high inter-area modal contents.

D. Dominant Inter-Area Oscillation Paths

Consider a conceptualized two-area system shown in Fig. 1,
and represent the main clusters of machines involved

in the inter-area swing while transformers and line impedances
represent elements of the dominant path connecting the two
areas.
Characteristics of dominant inter-area paths1 can be demon-

strated using the computed voltage magnitude and angle
modeshapes as illustrated in Fig. 2(a) and (b), respectively.
Fig. 2(c) and (d) illustrate the corresponding magnitude
and phase of the voltage angle modeshapes, . Two
loading cases, Case 1 having the power transfer of 1100 MW
and Case 2 having the power transfer of 900 MW, are compared
in this figure. From the figure, Case 1 and Case 2 are denoted in
blue and red, respectively. The -axis represents the bus number
in the dominant path; the distance between buses are propor-
tional to the line impedance magnitude. According to the figure,
important features of the dominant path are summarized here.
• The smallest element(s) [Fig. 2(c)] or the largest
[Fig. 2(a)] indicates the center of the path. This center can
be theorized as the “inter-area mode center of inertia” or
the “inter-area pivot” that exists for each of the system’s
inter-area modes.

• The pivot divides the path into two groups where their re-
spective phases are opposing each other [Fig. 2(d)].

• The difference between elements of two edges of the
path [Fig. 2(b)] are the largest among any other pair within
the same path. In other words, the oscillations are the most

1These are similar to the characteristics of voltage change and angle change
of the first swing mode in Fig. 13 [6] where the mode is described by a single
wave equation with one spatial dimension.
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Fig. 2. Voltage magnitude and angle modeshapes of the dominant path
in the two-area system. (a) Magnitude of voltage magnitude modeshape.
(b) Voltage angle modeshape. (c) Magnitude of voltage angle modeshape.
(d) Angle of voltage angle modeshape.

positive at one end while being the most negative at the
other end. Hence, they can be theorized as the “tails” for
each inter-area mode.

• elements of the edges [Fig. 2(a)] are the smallest or one
of the smallest within the path.

• Inter-area contents of the voltage magnitude modeshapes
are more observable in a more stressed system.

As previously stated, the dominant path of any mode of oscil-
lation, particularly in this study those of inter-area modes, can
be identified by means of networkmodeshape computations. An
algorithm to carry out this task is presented next.

III. MODEL-BASED ALGORITHM

To identify dominant inter-area oscillation paths for a known
system model, the following algorithm is proposed.
Step 1) Solve the power flow of the original system and de-

termine the initial conditions of all network vari-
ables.

Step 2) Perform linearization. Obtain the network sensitivi-
ties matrices , and from (4) and (5).

Step 3) Perform eigenanalysis to obtain mode shapes
from (3) and identify the inter-area modes; the
modes having lowest damping ratios are the ones
of concern.

Step 4) Compute the network modeshapes corresponding to
the inter-area modes: , and . (Note:
refers to th mode).

Step 5) Sort the current magnitude modeshapes in de-
scending order. Identify the lines and their corre-
sponding sending and receiving buses for the sorted
modeshape.

Step 6) The dominant path is determined from the lines
having highest content of current magnitude mode-
shapes, . Compare with the schematic diagram
of the system of study and identify the path.

Fig. 3. KTH-NORDIC32 System.

Step 7) Verify the characteristics of the path using its corre-
sponding voltage magnitude and angle modeshapes.
The results should resemble the dominant inter-area
oscillation path’s features shown in Fig. 2.

A. Algorithm Demonstration Using the KTH-NORDIC32
System

The system under study, namely KTH-NORDIC32 [7] (illus-
trated in Fig. 3), is a conceptualization of the Swedish power
system and its neighbors. It has 20 generators and 52 transmis-
sion lines (see Table I for generator dispatch). Small-signal sta-
bility analysis reveals that the system has two lightly damped
low frequency inter-area oscillations: 0.50 and 0.74 Hz. Note
that, to develop a fundamental understanding, we consider a
case where controls such as exciters and turbine governors are
neglected.2 Two loading scenarios, namely Case 1 and Case
2, are used to illustrate the algorithm throughout this study.
Power flow from the northern to the southern regions for each
respective scenario are 3 134 and 2 933 MW. Note that the
step-by-step demonstration will be described only for Case 1
loading scenario.
Steps 1)–3) After solving the power flow, performing lin-

earization, and applying eigenanalysis to the linearized model
of the KTH-NORDIC32 system, the two main electromechan-
ical modes having lowest damping ratios are 0.50 Hz (Mode
1) and 0.74 Hz (Mode 2). Mode 1 denotes the swing between
groups of machines in the north and equivalent regions against
those in the central and south regions, whereas Mode 2 denotes
the swing between groups of south machines against those of

2The model with controls is studied in [7]. The controls have, to some extent,
impact on the magnitude of network modeshape. However, the inter-area oscil-
lations have a strong correlation with the machine swing equation [8] and, thus,
are largely determined by generator rotor angle and speed. Therefore, classical
models are used in this study.
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TABLE I
GENERATOR DISPATCH

TABLE II
TEN LARGEST LINE CURRENT MAGNITUDE MODESHAPES OF MODE 1

the central area. Since the algorithm is applicable to any swing
mode, the following steps will be illustrated in detail for Mode
1’s dominant inter-area path.
Step 4) Compute network modeshapes corresponding to

Mode 1: , and .
Step 5) Sort in descending order. The ten largest line

current modeshapes and their corresponding sending and re-
ceiving buses are described in Table II.
Step 6) The dominant inter-area oscillation path for

Mode 1 is identified to be comprised by the corridor
52-51-35-37-38-40-48-49-50 (considering only high-voltage
nodes).
Step 7) Voltage magnitude and angle modeshapes of the

dominant path are constructed to justify the dominant path in
Fig. 4. Note that network modeshapes are normalized. Before
obtaining Fig. 4(b), the pivot of the path can be obtained from
the minimum of from Fig. 4(c) which corresponds to the
midpoint of in Fig. 4(d), Bus 37. This pivot is used as
the reference in plotting angle modeshapes. The comparison
between two loading cases are illustrated in Fig. 5(a) where
blue and green dots represent Case 1 and Case 2, respectively.
Note that the main features of the dominant paths remain
preserved. Thus, the dominant path of Mode 1 is justified. Note
that intermediate points between buses are fictitious modes and
used only for the purpose of illustration.
Repeating Steps 4)–7) for Mode 2, the dominant inter-area

oscillation path for Mode 2 is identified to be the corridor
50-49-44-47. Voltage magnitude and angle modeshapes of the
path for both cases are illustrated in Fig. 5(b). Similar to Mode
1, the main features of the dominant paths remain preserved
and, thus, the path is justified.
Comparing the two loading cases in Mode 1 [Fig. 5(a)], it can

be seen that of Case 2 is shifted leftwards; the modal content

Fig. 4. Voltage magnitude and angle modeshapes of Mode 1, Case 1. (a) Mag-
nitude of voltage magnitude modeshape. (b) Voltage angle modeshape. (c) Mag-
nitude of voltage angle modeshape. (d) Angle of voltage angle modeshape.

Fig. 5. Dominant inter-area oscillation path, model-based algorithm. (a) Mode
1. (b) Mode 2.

of Mode 1 is higher on the left-hand path while lesser on the
right-hand path. This is the effect of higher loading through the
path. of Case 2 marginally shifts but maintains mounting on
the same pivot as that of Case 1.
Although both cases have a similar amount of Mode 1 con-

tents, the loading condition of Case 2 excites the modal con-
tent of Mode 2 more than Case 1. This can be observed from
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Fig. 5(b), where of Case 2 is higher than that of Case 1.
Again, this is the effect of loading.
This result, however, may not always be the case with other

loadings since the dominant paths may be subject to changes
depending on system’s operating conditions.

IV. MEASUREMENT-BASED ALGORITHMS

The model-based algorithm utilizes a linearized power
system model and, thus, is applicable and justified only for
specific operating points upon which the system has been
linearized. Since real power systems are not linear and subject
to different operating points, the linearized model of the power
system may not always be accurate (or available). It is, thus,
more sensible to employ measurements. Measurements from
phasor measurement units (PMU) contain “actual” system
modes and can capture the nonlinear response of the system. As
such, an algorithm that takes into account these considerations
is necessary.
Here, two algorithms are developed for disposing of two

types of measurement data: transient and ambient. For mea-
surements of transient events, time-domain simulated signals
can be considered as synthetic measurements from PMUs,
making the approach applicable using synchrophasors. This
can be simulated by implementing a perturbation that results
in measurements from which not only the linear operating
regime of the power system can be extracted, but also the
dominant electromechanical oscillations should be excited in
the synthesized signals. This synthetic data is used as if it had
originated from actual PMUs.
The step-by-step algorithm for transient measurement is de-

scribed below.

A. Algorithm for Transient Measurements

Step 1) Obtain synchronized phasor measurements which
contain the dynamic response of the power system
in its linear operating regime, i.e., “ringdown mea-
surements” [9].

Step 2) Compute the deviations in line current magnitude
, voltage magnitude and voltage angle
.

Step 3) Apply any modal identification algorithm to
measurements to identify dominating modes, i.e.,
poorly damped low frequency inter-area oscilla-
tions.

Step 4) Filter measurements such that only selected
dominant inter-area modal content is preserved in
the signals.

Step 5) Select an appropriate window of data. Find the
largest absolute value for each filtered mea-
surement within the selected window, and sort the
measurements in descending order.

Step 6) The dominant inter-area oscillation path is deter-
mined from the lines having largest content of the

Fig. 6. responses after a small perturbation, KTH-NORDIC32 system.
(a) Before filtering. (b) After filtering.

filtered signals. Compare to the schematic di-
agram of the system of study and identify such path.

Step 7) Verify the characteristics of the dominant path using
its corresponding voltage magnitude and angle de-
viations: , and . The results should resemble
the dominant inter-area oscillation path’s features
shown in Fig. 2.

B. Algorithm Demonstration Using the KTH-NORDIC32
System

Using the same test system, the transient measurement-based
algorithm is applied to the synthetic data from simulations of the
KTH-NORDIC32 system in this section. Note that only loading
Case 1 will be illustrated.
Step 1) PMU measurements are synthesized by applying a

small disturbance to the test system to excite its dynamics. A
perturbation of 0.1 p.u. is applied at the mechanical power of

at 2 s for 1 s and the system is simulated for 20 s.
Step 2) Compute . Responses of are shown in

Fig. 6.
Step 3) Eigensystem realization algorithm (ERA) [10]–[13]3

is a technique employed to identify oscillatory components in
each measurement. The ERA is applied to the change in line
current magnitude measurements . Two main oscillatory
modes having the lowest damping ratios are 0.49 Hz (Mode 1)
and 0.72 Hz (Mode 2), respectively. The following steps will be
illustrated only for the dominant inter-area path of Mode 1.
Step 4) Filters are used to screen out frequency components

so that only the content of Mode 1 remains. The filtered
are obtained as shown in Fig. 6(b).
Step 5) The selected window of the filtered is displayed

in Fig. 7. The largest absolute value for each measurement
is sorted in descending order; the ten largest value and their
corresponding sending and receiving buses are summarized in
Table III.
Step 6) Similar to the model-based algorithm, the domi-

nant inter-area oscillation path for Mode 1 is identified to be
52-51-35-37-38-40-48-49-50.

3Details of the ERA algorithm with examples for power system applications
are provided in this reference.
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Fig. 7. Selected window of .

TABLE III
TEN LARGEST LINE CURRENT DEVIATIONS OF MODE 1

Fig. 8. Selected windows of voltage magnitude and angle deviation of the
dominant path for Mode 1. (a) Voltage magnitude deviations. (b) Voltage angle
deviations.

Step 7) Applying the same filters to and of the buses
on the dominant path, appropriate windows are selected sepa-
rately for each type of signal.4 The selected windows for voltage
magnitude and angle deviations are illustrated in Fig. 8(a)–(b),
respectively.
The largest absolute value for each measurement on Mode

1’s dominant path are used to construct voltage magnitude and
angle deviations plots of the path as illustrated in Fig. 9(a),
where blue and green dots represent loadings of Case 1 and Case
2, respectively.
From the figure, Case 1 has larger modal content in from

the pivot to the right-hand side of the path (with an exception
for Bus 49 and 50) whereas, mounting on the same pivot in both
cases, marginally shifts. Furthermore, the resulting differ-
ences between the two edges of both cases are comparable.

4For all of the network variables, the independent modal components do not
peak at the same instants [12].

Fig. 9. Dominant inter-area oscillation paths, transient measurements. (a)
Mode 1. (b) Mode 2.

Repeating Steps 4)–7) for Mode 2, the dominant inter-area
oscillation path for Mode 2 is identified to be 50-49-44-47.
Voltage magnitude and angle deviations of the path are illus-
trated in Fig. 9(b). Similar to the result from Mode 1, Case 1
has larger modal content in .
Comparing with Fig. 2, the main features of the dominant

paths remain preserved. Thus, the dominant paths of both modes
are justified.
Note that with transient data, changes in voltage magnitude

and angle modeshapes on dominant inter-area mode paths for
different operating conditions depend on disturbance locations,
which mode(s) is excited and how much it is excited.

C. Algorithm for Ambient Measurements

Ambient measurements are synthesized by simulating the
time response of the power system with random white noise5

and small step inputs at all loads [14]. The algorithm for
handling ambient measurements is described here.
Step 1) Preprocess a parcel of ambient measurements

, and by filtering all of the measure-
ments such that only inter-area modal content of
interest is preserved in the signals.

Step 2) Compute the power spectral density (PSD) of .
Step 3) Select an appropriate window. Find the peak PSD for

each signal within the selected window and sort the
contents in descending order.

Step 4) The dominant inter-area oscillation path is deter-
mined from the signals having largest PSD contents.

5Uniformly distributed pseudorandom values are drawn from the standard
uniform distribution using MATLAB’s function.
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Fig. 10. signals before and after preprocessing. (a) Before preprocessing.
(b) After preprocessing, (from 0 to 20 s).

Compare with the schematic diagram of the system
of study and identify such path.

Step 5) Using one of the edges as a reference, cross power
spectral density (CPSD) of the preprocessed ,
and of the dominant path are computed.

Step 6) Select appropriate windows for each type of signal.
Find the corresponding largest CPSD magnitude for
each measurement within the selected window.

Step 7) Verify the characteristics of the dominant path using
its corresponding peak CPSD of voltage magnitude
and angle. The results should resemble the dominant
inter-area oscillation path’s features shown in Fig. 2.

D. Algorithm Demonstration Using the KTH-NORDIC32
System

Step 1) measurements before and after preprocessing are
illustrated in Fig. 10.
Step 2) The computed PSD of are illustrated in Fig. 11.

The dashed red lines indicate the cutoff frequencies used in pre-
processing.
Steps 3) The peak PSD for each is sorted in descending

order; the ten largest values and their corresponding sending and
receiving buses are summarized in Table IV.
Step 4) The dominant inter-area oscillation path for Mode 1

is identified to be 52-51-35-37-38-40-48-49-50.6

Step 5) and are used as references for CPSD
computation of voltage magnitude and voltage angle measure-
ments of the dominant path, respectively. The corresponding
computed CPSD are illustrated in Fig. 12.
Step 6) After selecting appropriate windows, the largest (ab-

solute) CPSD values for each measurement within the domi-
nant path are used to reconstruct the path. Using the character-
istics of the dominant path from Fig. 2(c)–(d), the bus having
the smallest magnitude of voltage angle deviations, , is the
pivot of the path and thus used as the reference. The recon-
structed dominant path of Mode 1 is as shown in Fig. 13(a) with
blue dots for Case 1.
Step 7) The characteristics of the obtained path are verified by

comparing them with Fig. 2. The main features of the dominant
paths remain preserved, and, thus, the path is justified.

6Observe from Table IV that the path 42-43-44-49-50 has considerably high
content of Mode 1, however, it has lesser content than that of the specified dom-
inant path. This second path is thus termed “secondary dominant inter-area os-
cillation path”.

Fig. 11. PSD of , Mode 1.

TABLE IV
TEN LARGEST PSDS OF

Fig. 12. Computed CSD of the dominant path. (a) Voltage magnitude.
(b) Voltage angle.

Comparing the two loading case studies in Fig. 13(a), Case 1
has overall larger modal content in while marginally
shifts, but are about the same in both cases. The differences
between the two edges of both cases are comparable.
Repeating Steps 1)–7) forMode 2, the dominant inter-area os-

cillation path forMode 2 is identified to be 50-49-44-47. Voltage
magnitude and angle deviations of the path are illustrated in
Fig. 13(b). Similar to the result from Mode 1, Case 1 has larger
modal content in .

V. DISCUSSION

A. Algorithms Comparison

Ideally, if all of the parameters and exact model of the system
are known, one can promptly use the model-based algorithm.
However, this is difficult in practice, and, thus, measurements
(from synchrophasors) can be used as the primary source of
information. The use of the model-based algorithm could be
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Fig. 13. Dominant inter-area oscillation paths, ambient measurements.
(a) Mode 1. (b) Mode 2.

more adequate for planning studies (for example, PMU place-
ment analysis) and postmortem analysis for enhancing dynamic
models.
To verify the performance of the measurement-based algo-

rithms, their results are compared with that of the model-based
algorithm as illustrated in Fig. 14. Overall, the three algorithms
share the same general properties of the dominant inter-area os-
cillation paths with close matching. Nevertheless, one-to-one
match should not be expected since the two types of measure-
ment data have different features; the disturbance in transient
simulations can excite dynamics of a particular mode more or
less to what can be observable in the ambient measurement data.
For all of the algorithms, the results of voltage angle devia-

tion, sharing the same pivot, are resembling whereas those of
voltage magnitude deviation slightly differ. These differences
are possibly due to several factors of which the more influential
ones are expected to be: 1) loading; 2) types, magnitudes, and
locations of disturbances; or 3) locations of loads. Additional
research is being performed to answer to these issues.
Observe that Bus 49 and Bus 50 are parts of both dominant

paths. Hence, they can be good candidates for feedback input
signals for damping control design when considering multiple
modes.

B. Challenges and Limitations of the Algorithms Working
With Measurements

1) Reference Selection: For voltage angle measurements, a
reference is required. Consequently, plots of on the domi-

Fig. 14. Comparison among the three algorithms, loading Case 1. (a) Mode 1.
(b) Mode 2.

Fig. 15. Impact of different reference signals on the measurement-based algo-
rithms. (a) Transient measurements. (b) Ambient measurements.

nant inter-area path depend on which reference is chosen. The
proposed algorithms systematically specify which reference to
be chosen. If an arbitrary signal were chosen as a reference, this
would certainly change the resulting angle differences. An ex-
ample of different reference signals on the of the dominant
inter-area path of Mode 1 is illustrated in Fig. 15 where blue,
green and red dots represent the pivot, Bus 52, and Bus 50 as
the reference signals, respectively.
2) Window Selection: For the algorithm using transient mea-

surements, a window of data must be selected in such a way that
the measurements contain only the “ringdown” of the responses
[13]. This means that, to perform satisfactorily, the algorithm re-
quires that the small signal dynamics are excited. This is actually
a general problem of window selection for inter-area mode iden-
tification algorithms discussed in [13]. In addition, after Step 4),
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Fig. 16. Dominant inter-area oscillation paths, scarce measurement case. (a)
Mode 1. (b) Mode 2.

care must be taken so that the window selected contains only
half cycle of the oscillation for which the filter was designed
(inter-area mode frequency). For the algorithm using ambient
data, note that it is meant to be continuously applied. A rolling
window of 20 s was used in this study. In practice, this window
can have an overlap of 50% as required by nonparametric esti-
mators such as Welch [14].
3) Abundant Versus Scarce Measurements: With abundant

measurements, one can determine the dominant paths using
the algorithms above and choose signals from them to mon-
itor the inter-area modes and/or to provide feedback signals
for damping controllers. However, at present, PMUs are not
yet available everywhere in power systems, and it would be
unreasonable to assume this will be the case in the near future.
Hence, if only the available signals were to be used, the algo-
rithms could help determining (although partially) dominant
paths or at least help in highlighting those signals with the
highest possible content of inter-area modes. Although those
available signals may not contain the theoretically highest
inter-area modal contents, they give the “practically” highest
modal contents available.
In the preceding section, the measurements were assumed to

be available at all high voltage buses. To illustrate a case of
scarce measurements, it is assumed that only the following mea-
surements are available: buses 51, 37, 38, and 48 (see Fig. 9(a)
for Mode 1), and buses 49, 44, and a fictitious bus lying in
the middle of the path [see Fig. 9(b)] for Mode 2. Using these
measurements, the dominant paths are reconstructed as shown
in Fig. 16. With certain measurements availability, a dominant
path of a mode of concern can be reconstructed. However, this
is dependent on the system and no general conclusion can be
drawn. For any relevant PMU placement methodology, small
signal observability theory needs to be further developed. The
results in this article, [5] and [3] could be used to develop such
algorithm.

C. Considerations for Implementation

It is to be emphasized that Step 4) in “Algorithm for Tran-
sient Measurements” is crucial. The selected frequencies for fil-
tering can help in isolating the modal content from the inter-area
mode, and thus the resulting signals will have consistent fre-
quency content at only a narrow frequency range close to the
inter-area mode. Note that when oscillations occur through the
high-voltage (HV) network, this effect will be noticed through
all of the HV buses in both the voltage magnitude and angle, see
[15]. As a consequence, in one cycle of the oscillation under

normal damping conditions (5%–15% damping), the effect of
damping will actually drive the decay throughout all of the net-
work variables (supporting theory illustrated in [5]).
In the case of growing oscillations where the damping is

changing rapidly (in the case of instability), the algorithm
using transient (or ringdown) data is not adequate. As an
example, consider the WECC 1996 system breakup [9]. There
were only a few “ringdowns” to obtain mode estimates, i.e.,
data that could be presumably used by the algorithm using
transient responses. In this case the ringdowns would have
been sufficient to detect the topology changes and to deter-
mine a new dominant path product of the loss of critical lines.
However, this data would have been insufficient to detect the
same topology changes continuously and quickly enough. The
continuous reduction of damping is actually an indicator that
the dominant path is changing. It is important then to “track”
how the main interfaces are being modified by increased grid
stress. In view of the above, the algorithm using ambient data,
which allows for continuous monitoring, is proposed. For any
actual implementation, the ambient data algorithm should be
preferred, using the algorithm depending on “transient” data
only to cross validate the results of the ambient data algorithm
when ringdowns become available in the network.
If a “dominant path tracing” application were to be imple-

mented in a control room, such application should automatically
adapt to the primary data available. In other words, the appli-
cation should primarily work using ambient measurements, and
cross validate its results when a transient becomes available. An
implementation of such application should make the identifica-
tion of the dominant path and algorithm selection completely
transparent to the user, and, moreover, with self-validation tools
using different algorithms to verify results of each other. To fur-
ther elaborate the actual implementation, the following schemes
are proposed for each type of data as follows:
Ambient data: the algorithm runs continuously, using a rolling

window of 20 s of data with 50% overlap. Note that the size
of the rolling window could be reduced by properly tuning the
parameters of nonparametric spectral estimators. This window
size is selected assuming that any relevant topology changes
capable of modifying the “dominant path” would be detected
within the rolling window.
Transient (ringdown) data: this algorithm requires a ring-

down to be present in the data. Thus, it is suitable to use it
for validation of the results from ambient data when topology
changes occur. Moreover, if the available ambient data suffers
from insufficient spectral content, this application can instead
be used to compute the dominant path.
Model: it would be needed that the dynamic model is

available from a dynamic security assessment (DSA) tool
and properly updated. This means that the positive sequence
dynamic model has to be updated from the last snapshot of
the energy management systems (EMS) with the most recent
topology changes included, and its dynamics initialized consid-
ering the steady state solution of this EMS update. However,
the issue lies in how fast the updating of this dynamic model
can be performed and the effort needed to carry out the related
computations of the algorithm so that relevant information can
be provided to the operator quickly enough. Considering these
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limitations, this algorithm (being supplied by proper models
from a DSA tool) is better suited as a tool for validation of the
results from the ambient data and ringdown algorithms.

VI. CONCLUSION

This paper presents three types of algorithms, subject to dif-
ferent types of information, to identify dominant inter-area os-
cillation paths in interconnected power systems, regardless of
scale. These algorithms are illustrated and justified using the
KTH-NORDIC32 study system. The performance of the three
algorithms are consistent with each other and in accordance with
the main features of the ideal dominant path.
The dominant inter-area oscillation paths have the highest

content of the inter-area modes; they are the tracks where the
modes travel to the most and where the swing machines are lo-
cated. These dominant paths can help in placing PMUs such that
the modal content can be most observed. Furthermore, using
signals from the dominant paths, it is anticipated that damping
of the inter-area oscillations can be improved. This will be in-
vestigated in a further study.
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