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Abstract—This paper presents an approach to design labo-
ratory experiments able to test the functional performance of
a PMU-based application. The function of this application is
to detect sub-synchronous oscillatory dynamics product of wind
farm-to-grid interactions.

The designed experiments are carried out in operation con-
ditions similar to those that the PMU-based application would
experience in field implementations, while the approach adopted
for experiment design takes into account technical limitations of
laboratory equipment.

The experiments are performed in a laboratory which has
been equipped with synchrophasor technology for the purposes
of this work. Real PMU devices physically connected on a small
replica of a three-phase low voltage micro-grid where oscillations
can be systematically injected.

Index Terms—Low Frequency Oscillations, Monitoring, Osci-
llation Detection, Phasor Measurement Units, Wind Power, Lab-
oratory characterization

I. INTRODUCTION

The penetration of distributed renewable generation sources
within both distribution and transmission grids is rapidly
increasing [1]. Consequently, the power delivery infrastructure
is experiencing a transition towards high reliance on renewable
energy sources such as wind and sun. Such generation systems
present high variability, intermittence and uncertainty. The
inclusion of these technologies and their interaction with other
elements of the transmission and distribution network may
result in stability issues, and power quality degradation [2].

Considering the example of wind power and its large
penetration in the production share, its impact on power system
dynamics is a relevant issue for transmission system operators
(TSOs) [3], [4]. For the sake of illustration, consider the case
of sub-synchronous oscillation phenomena in the USA after
the analysis of archived measurements from several PMUs
installed in their power system [5]. In this example sub-
synchronous oscillations (including low frequency oscillations,
sub–synchronous resonances, flicker, etc.) appear across the
system at frequencies ranging from 0.1 up to about 40 Hz,
depending on the oscillatory dynamics being excited [4].

PMU devices provide GPS time-stamped synchronized data
at high reporting rates. Hence, the use of PMUs could provide
new means to detect stability and power quality issues in
power networks across different voltage levels. To this end,
new PMU-based software applications are required. These
new tools can help providing operators with better information
about undesired system dynamics. However, their development
is subjected to the access to relevant PMU data [6].

In this paper, a generic laboratory equipment validation
approach through device characterization using simple metrics
is proposed. This approach aims to reduce testing costs by
avoiding the need of purchasing new dedicated laboratory
equipment. The paper shows that proper validation of PMU-
based applications requires an analysis of the technical limi-
tations of a validation environment, and it demonstrates how
to quantify the impact of the environment by assessing the
performance of the hardware and software involved.

II. EXPERIMENTAL SET-UP

The implemented laboratory is a flexible testing system
representing a small replica of a three-phase micro-grid. It
encompasses emulated, semi-emulated (i.e. wind turbine test-
benches), and real power system components (such as storage
devices). The energy management system of the micro-grid
complies with the IEC 61850 standard [7], however it did not
provide facilities to deploy PMU applications.

A. Emulators

Emulators are flexible power electronics-based units that
can generate variable active and reactive power. Active and
reactive power are independently controlled, limited only by
the maximum apparent power (5 kVA). Emulators can be con-
figured to behave as any renewable energy source, batteries,
variable loads, electric vehicle (EV) chargers, etc. through the
definition of the desired power profiles [7].

An emulator is composed of two identical three-phase
AC/DC converters in back-to-back configuration, allowing
bidirectional power flow. One converter is referred to as Active
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Rectifier (AR) and the other one is referred to as Active
Front End (AFE). The former controls the DC bus voltage to
keep it within a stable range. The latter receives three-phase
active power and reactive power reference values (P ∗ and Q∗,
respectively) and tracks them.

B. Phasor Measurement Units (PMU)

Two of the emulators are equipped with PMUs, which
measure three-phase voltages and currents from the Active
Front End. The PMUs used for the experiment are based
on the National Instruments CompactRIO platform, shown in
Fig. 1. The software inside this device is compliant with the
IEEE C37.118-2005 Standard for Synchrophasors for Power
Systems [8]. Each PMU is composed of NI cRIO-9074 (real-
time acquisition and processing chassis), NI 9225 (Three-
phase low voltage analog input), NI 9227 (Three-phase 5A
current analog input) and NI 9467 (GPS antenna input).

The voltage input module is connected directly to the three-
phase voltage from the AFE of the emulator. The current input
modules channels are not connected directly to the power
circuit; current transformers [9] are used to adapt current
magnitudes to the maximum current allowed by each channel.

Fig. 1. cRIO 9074 PMU connected to the emulator.

C. Phasor Data Concentrator (PDC) and IEEE C37.118.2
Data Acquisition

A PDC was installed in a computer at the laboratory, and
configured to receive measurements from the PMUs installed
at the emulators. The PDC time-aligns and concentrates the
data for archiving or forwarding to another client.

For testing the monitoring application, the PDC was con-
figured to deliver the measurements to the application during
different experiments. The ability of the tool to receive mea-
surements using the IEEE C37.118.2 protocol is provided by
the use of Statnett’s Synchrophasor SDK (S3DK)[10], which
is a real-time data mediator for LabVIEW.

S3DK receives the phasor data and parses the IEEE
C37.118.2 protocol. The same software provides the measure-
ments to the LabVIEW environment, where the monitoring
tool was implemented [11].

D. GPS Antenna Installation

A GPS antenna [12] was installed on the roof of the facility
to ensure good GPS signal reception. The PMUs were installed

in the basement of the building (i.e. 20 meters away from the
antenna). Thus, it was necessary to install an additional low-
noise amplifier [13] to compensate for cable losses and obtain
an acceptable Signal to Noise Ratio (SNR).

Figure 2 presents a general scheme of the complete setup.

Fig. 2. Laboratory set-up scheme showing equipment used.

III. DESIGN OF VALIDATION EXPERIMENTS CONSIDERING
EQUIPMENT CONSTRAINTS

Ideally, one should know a priori the technical limitations
of both the hardware and software used in a laboratory in
order to design validation experiments, and design constraints
for each specific study case. However, if a laboratory is
originally designed for different purposes other than those
required for the specific validation experiments, it is necessary
to explore the capabilities of existing laboratory devices, and
determine their potential limitations. When this is the case,
the adequacy of the equipment for such studies must be
ensured so to provide reliable results. This Section proposes a
general and simple approach for probing technical limitations
of a laboratory and designing experiments accordingly, this is
illustrated using the implemented microgrid as test case.

A. Generation and Transmission of Designed Signals

As mentioned in Section II-A, the emulators track the P ∗

reference value for their power output, with a specific dynamic
governed by the emulators’ controller. Thus, active power
profiles can be generated by the emulators, providing P ∗

reference values according the desired profile. The approach
adopted to provide reference values to the emulator requires
dedicated computer software and a direct communication link
with an emulator.

The computer software generates the P ∗ reference values
as periodical samples of the desired profile and sends them
periodically to the AFE via CAN bus (see Fig. 3). The time
between two messages by design is expected to be uniform
and equal to 16 milliseconds (i.e. ∆t = 16ms).

Since the main idea of the experiment is to validate
sub–synchronous oscillations, a simple sinusoidal profile was
adopted.

P ∗(t) = Pconst + Pampl sin (2πfosct) (1)
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Fig. 3. Set-up for power oscillations generation.

Note that in (1), P ∗(t) is not instantaneous power (i.e. it is
not p(t) = v(t) · i(t)), but variable three-phase power. Pconst

is the predefined average active power, Pampl represents the
amplitude of the oscillating power injected and fosc is the
frequency of the power oscillation.

It is worth mentioning that the use of more realistic power
profiles do not provide better insight of the detection tool
validity, since the tool filters the input signal frequencies by
using various band-pass filters with different frequency ranges.

B. Limitations

As the experimental set-up involved real power system
components and a set of in-house software tools for controlling
them, limitations were to be expected. As such, the primary
limitation is given by the nominal power of the emulators,
that is 5 kVA. Additionally the strategy adopted to generate
different types of power oscillations was to periodically send
new P ∗ reference values to the emulator. This was affected by
non-deterministic communication delays, as shown on Fig. 4.
In this figure it can be seen that the time among messages ∆t
(which was expected to be constant and uniform) varies in the
range of 15-16 ms. Moreover, it must be noticed that the time
measured is rounded by the PC used to a millisecond precision.
This random variability could slightly affect the emulator’s
dynamic response and precision.

Initially, preliminary testing of the emulators showed poor
dynamic performance for frequencies above 1 Hz due to
their very slow dynamic response. This was due to the fact
that the emulators were originally designed for high level
energy management system integration, and considered only
smooth responses with long time interval between messages.
To address this issue, the PI controllers of the AFE were
calibrated. Figure 5 shows the step responses of one emulator
before and after the re-tuning of the PI controllers. The new
response is much faster, enabling the cabinet to generate higher
frequency power oscillations.

Fig. 4. Time between two messages (∆t) on the CAN bus with variable
communication delay

(a)

(b)

Fig. 5. Comparison of the step response of one emulator before (a) and after
(b) calibrating the PI controllers

The dynamic response of the newly tuned PI-controls of
the emulators was tested with a set of fixed-frequency power
oscillations profiles, as shown in Fig. 6. In these graphs, blue
lines correspond to P ∗ values (being set Pconst and Pampl as
2000 and 1000 W, respectively), and red lines correspond to
Preal measurements calculated by the AFE and sent to the PC.
It shows that at 6 Hz the emulator experiences difficulties to
reproduce the reference signal, demonstrating a potential upper
bound limitation on frequency resolution required for testing
the application. The dynamic performances of the emulators
will be assessed in more detail next.

1) Equipment characterization: As previously stated to
validate the performances of the sub–synchronous oscillation
detection tool, it is important to assess the performances of
the emulators, which may affect the results of the application.



Fig. 6. Power oscillations at different frequencies: (a) 1 Hz, (b) 2 Hz, (c) 4
Hz, (d) 6 Hz.

Several experiments have been carried out with the emula-
tors to generate power oscillations with different frequencies
(fosc) in the range of [0.14 14 Hz].

The range of validity of the experiments, designed when
subject to technical constraints, is assessed by providing
response metrics. These metrics consider mainly the use of
a simple known reference signal (i.e. frequency and ampli-
tude), and comparing it with the measured response of the
emulators. From these experiments a behavioral curve of the
equipment can be estimated. This defines the lab equipment
characteristics, which can be used to determine the range
where the equipment is capable to perform properly for desired
experimental tests.

The results obtained from this wide range of tests are used
to characterize the emulator dynamics, allowing quantifying
frequency generation limits and the potential Pamp decay from
the set value. The measures used for this analysis are taken
from the AFE DSP output which is connected directly to the
PC.

Figure 7 summarizes the results of the analysis, where it
can be noticed that the higher the frequency generated, the
less precise the emulators are producing the desired output. In
particular, Fig. 7(a) shows a characteristic to that of a low-pass
filter, where the amplitude reproduced drops down to 50% at
around 4 Hz. The obtained amplitude is 100% for oscillations
at 1 Hz, and 30% for oscillations at 6 Hz. It must be also
noted that at oscillation frequencies of 10 Hz, the expected
amplitude will be below 10% of the references value.

Figure 7(b) shows the difference between the generated
frequency and the reference frequency over the reference
value. Disregarding outliers, the error increases linearly with
the increase of the reference frequency.

(a) Amplitude tracking performance

(b) Frequency tracking performance

Fig. 7. Analysis of the performances of the response of the emulators

C. Design of Experiments

The original desired profile for the power output of the
emulators was formulated in 1. Taking into account the known
limitations and using the characteristic behavior obtained in
the previous subsections, the resulting power profile can be
defined.

From the characteristic graph, it is possible to determine
frequency validity boundaries. Here ∆f is defined to be 0.15
implying a maximum fosc of 6 Hz. Thus, frequencies above
6 Hz and up to 25 Hz were not considered. The amplitude
decay for the worst case included in the study was 30% of the
value set (Pampl).

Then, the oscillation experimental power profile can be
defined by considering the following constraints:

Pconst + Pampl ≤ 5000VA, (2)

fosc ∈ [0 6Hz]. (3)

Combining (1) - (3) gives the general form of the design of
experiments to test the application:

P ∗(t) = Pconst + Pampl sin (2πfosct)

subject to
Pconst + Pampl ≤ 5000 VA
0 ≤ fosc ≤ 6 Hz.



IV. VALIDATION EXPERIMENTS OF POWER OSCILLATION
DETECTION TOOLS

Next, a PMU-based monitoring tool, designed to detect
oscillations in the power grid, is experimentally validated in
the laboratory presented in Section II and compared with a
conventional power analyzer. The validation experiments pre-
sented here are a representative sub-set of the whole potential
experiments discussed in Section III-C considering a very low
frequency (well emulated) and one close to equipment limits.
Two different types of sub-synchronous frequency oscillations
which may occur in power systems serve as illustration :
Local oscillation modes (1 Hz) and control, flicker or sub-
synchronous resonance modes (6 Hz) [14], [5]. It must be
noted that the oscillations are injected by an emulator - they
are not obtained naturally by system dynamics.

A. Case 1: Local oscillation mode test

In the first case, the monitoring of local oscillatory modes
(1 Hz in this example) by the developed PMU application
is experimentally validated through the injection of a power
profile:

P ∗(t) = 2000 + 1000 sin(2πt).

Figure 8 shows the generated signals, where the blue signal
corresponds to P ∗ and the red signal corresponds to Preal

measurements from the AFE.

Fig. 8. 1 Hz power oscillation. (b) is an enlargement of (a).

Figure 9 shows screenshot of the measurements made by
the existing conventional power analyzer in the lab. It can be
noticed that, for the 1 Hz power oscillation case, the frequency
can be properly observed. However, it is worth noting that no
FFT is performed, thus requiring of offline post–processing
for frequency detection.

A screenshot of one of the modules (energy and frequency
estimation) of the PMU-based software tool is shown in
Fig. 10. Note that since the oscillation is kept constant, the
resulting energy calculation is almost constant once the low
frequency oscillation is detected. It can also be seen in the
graphical display that the severity of the fault is flagged as
“Danger”, since the amplitude of the oscillation has gone
beyond the configured threshold [15]. Figure 10 shows an
estimated frequency around 1.1 Hz. The difference with the
reference signal can be explained by Section III-C.

Fig. 9. Power measured by a Yokogawa power analyser for a 1 Hz frequency
power oscillation (3 seconds horizontal and 1000W vertical per interval).

Fig. 10. Oscillation detection and Frequency measured by the PMU applica-
tion.

B. Case 2: Sub-synchronous oscillation test

In the second case, the injected oscillation is in the range
of sub-synchronous oscillations as experienced in Oklahoma
(6 Hz in this case) [16]. Similarly to the previous case, the
power profile injected for testing can be described by

P ∗(t) = 2000 + 1000 sin(2π · 6t).

Figure 11 shows the oscillation generated, and it can be
observed that Preal is reduced by 70%, which was explained
in the previous Section.

Fig. 11. 6 Hz power oscillation. (b) is an enlargement of (a).

Again Figure 12 shows screenshots of the signals detected
by the power analyzer when injecting 6 Hz power oscillations.
It can be stated that such equipment is not well-suited to the
analysis of higher frequency dynamic phenomena due to low
frequency sampling.

As in the previous case, a screenshot of the monitoring
tool is shown in Fig. 13. The energy computed by the tool
is also constant, as the oscillation injection is kept constant,
but of lower magnitude, which is due to the lower amplitude of
the oscillation generated by the converters. As it can be seen,



Fig. 12. Power measured by a Yokogawa power analyser for a 6 Hz frequency
power oscillation (3 seconds horizontal and 1000W vertical per interval).

there is an energy decay of about 70 % in comparison with
1 Hz case, as it was predicted by the experiment validation
metrics. This results in a phenomenon flagged with a severity
of “Low activity”. The frequency estimate has lower resolution
as the converter has difficulties with signal reconstruction.
This is shown in Fig 13, where the oscillation frequency is
estimated slightly above 6.1 Hz. This result correlates the
study performed in the previous Section.

Fig. 13. Oscillation detection and Frequency measured by the PMU applica-
tion tool.

This case demonstrates, the ability of the tool to detect low
frequency oscillations faster than those in the previous case,
i.e., oscillation detection is possible at arbitrary frequencies
below the Nyquist limit of the PMU reporting rate used.

V. CONCLUSION

Experimental validation of a PMU-based monitoring appli-
cation tool developed for fast detection of sub-synchronous
wind farm oscillations has been carried out within this paper.
The real devices used and their adaptation for experimen-
tal validation have been presented, as well as the technical
limitations that need to be taken into account for validation
experiment design.

For proper validation of a PMU application, technical lim-
itations need to be analyzed prior to the design of validation
experiments. An important contribution of this paper has been
to demonstrate how to quantify the impact of a laboratory set
up by assessing the performance of the hardware and software
used within an experiment.

The most important conclusion from this work is that there
is a need to establish a framework for experiment design

for strict testing and validation of synchrophasor applications.
Such framework will provide a greater confidence in the meth-
ods and results from PMU applications, as well as allowing
to identify potential pitfalls and limitations that need to be
redesigned prior to PMU application deployment.
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