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Abstract—This article provides an overview of the work
performed at SmarTS Lab on power system modeling and
system identification within the FP7 iTesla project. The work was
performed using Modelica as the modeling language for phasor
time domain simulation and FMI (Flexible Mock-up Interface)
Technologies for coupling Modelica models with simulation and
optimization tools. The article focuses on use case examples of
these Modelica models in an FMI driven environment to perform
parameter identification.

I. INTRODUCTION

Modeling power system components is important for dif-
ferent studies. The level of details in the component models
is directly correlated to the type of studies performed. In
contrast to Electro-Magnetic Transient (EMT) studies, stability
assessment studies only require a simplified representation
of the components valid for a low bandwidth, which are
used in positive sequence phasor time domain simulation.
This is motivated by the fact that the primary concerns for
stability assessment are dynamics in a relatively low frequency
range. This simplified representation not only preserves the
necessary dynamics of the components for stability analysis,
but it also enables the study of large networks due to the lower
mathematical complexity of each component model.
A. Motivation: Model Calibration

Power system component models may have been developed
and validated against a reference component in specific use
case and have a certain validity domain. In commercial tools
dedicated to power systems analysis this step is performed by
the vendor. The validity of such models used within other use
cases is directly linked to the fidelity of the parametrization.

Available model parameters may not give the expected
results. One reason can be that the model has been validated
against a different component or that the parameters have
changed over time. A calibration phase in thus necessary
to ensure that the model used will represent correctly the
component it is used for. Calibrating a model consists of
several phases of parameter tuning until the response of the
model to certain types of common perturbations matches
the measured response of the actual component to the same
perturbations.

Another case in which model calibration can be used is
when replacing several components by an aggregate model.
The aggregation process is not straightforward as there is
no unique mathematical method to derive the parameters of

an aggregate model. The calibration of the aggregate is thus
necessary to validate the representation.

B. Modelica and FMI Technologies
The work presented in this paper is part of the FP7 iTesla

project [1], where a power system component library for
phasor domain simulation has been developed. The Modelica
language was chosen for this task because it offers a formal
mathematical language and because it separates the model
from the solver [2]. Further details on power system modeling
using Modelica are available in [3], [?].

The Modelica language also interacts well with technolo-
gies compliant with the Functional Mock-up Interface (FMI)
standard. This standard allows for model exchange between
different tools which support and implement the standard. The
models are exchanged in the form of standardized compiled
objects. The standard offers the possibility to exchange single
models or structures containing both a model and a specific
solver. It is for example implemented in Modelica development
environments such as OpenModelica from the Open Source
Modelica Consortium [5], Dymola from Dassault [4], and
JModelica.org from Modelon [6] for both import and export;
as well as co-simulation.

The FMI standard [7] offers great possibilities for model re-
use within different software tools. As such, the models devel-
oped and used in Modelica are not locked in the development
environment, contrarily to traditional tools for power system
modeling. Traditional tools can be restrictive in the sense that
the user is bound to their dedicated modeling and simulation
environment. With Modelica and FMI, the models can be used
in other software tools, opening a great array of possibilities.
The experiences presented in this paper use models built with
components from the aforementioned Modelica power system
library, and are integrated through FMI technologies with
simulation and optimization tools.
C. Paper Organization

The remainder of this paper is organized as follows. The
software environment is described in Section II. The results of
a parameter identification experiment are shown in Section III
and the results of an aggregate load model identification
experience are presented in Section IV. Conclusions are drawn
in Section V

II. MODEL IDENTIFICATION USING MODELICA AND FMI
Within workpackage 3 of the FP7 iTesla project, the RApid

Parameter IDentification toolbox (RAPID), is being developed.

Index Terms—Modelica, FMI, model identification, parameter
estimation, system identification.
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This section explains how Modelica models are coupled with
simulation and optimization tools in MATLAB using different
FMI Technologies. A future publication will report in detail
the architecture and functions of RAPID. The main function of
RAPID is to perform identification on a selected set of model
parameters as illustrated in Fig. 1. The validity of a set of
parameter values is assessed by evaluating the fitness of the
simulated response of the model with the set of parameters,
and compared to a reference measured response provided
as input to RAPID. Sets of parameters are generated using
optimization algorithms built upon different techniques. The
toolbox is being developed using a plugin architecture to add
custom or external optimization tools.

Fig. 1. RAPID’s working principle

RAPID uses MATLAB as an integration layer. The top-
level MATLAB code acts as a wrapper to provide interaction
with several other programs. The role of each language and/or
software is as follows:

Modelica: The toolbox performs parameter identification on
Modelica models. The language is thus used for developing
test systems including several power system components.
An example is shown in Fig. 3, for details see [2], [3].

FMU: A Flexible Mock-up Unit (FMU) is product of the
compilation of a model according to the FMI standard. It is
a C-object containing the methods for simulation. FMUs are
used as input to RAPID. Its parameters will be optimized.

MATLAB: It is used to combine all the software behind the
toolbox’s simulation and optimization functions. It provides
a Graphical User Interface (GUI) and a Command Line In-
terface (CLI) for the user of the toolbox. Built-in parameter
optimization algorithms are also developed in MATLAB,
and several MATLAB toolboxes are used within RAPID.

SIMULINK: It is used to configure the models used by RAPID
for simulating new sets of parameters and generating an
output used for fitness assessment.

FMI Toolbox: It is a MATLAB toolbox from Modelon AB [8]
providing FMI standard support to the MATLAB/SIMULINK
environment. It provides an FMU import Simulink block
used to simulate the aforementioned FMUs. It enables
setting new values to parameters of the model.

Extra/Optional: The toolbox provides a plugin capability to
integrate new optimization algorithms through a wrapper.
As such, the KNITRO [9] optimization software has been
interfaced with the toolbox.

RAPID has been used for several power system iden-
tification applications and the results of two of them are

TABLE I
PARAMETERS FOR IDENTIFICATION AND MEASURED OUTPUT

Model
Parameters

Ra Armature resistance
Xd Direct axis reactance
X′

d Direct axis transient
reactance

T ′
d Direct axis transient

time constant
Xq Quadrature axis reactance
M Inertia coefficient
D Damping ratio

Model
Outputs

|V| Voltage magnitude
ω Rotor speed
P The machine active power
Q Reactive power

presented in this paper. The first example deals with parameter
identification on a synchronous generator. The second example
deals with parameter identification of aggregate load models.

III. COMPONENT MODEL PARAMETER IDENTIFICATION
EXPERIENCE

The goal of this experience is to identify the parameters
of a simplified dynamic model of a generator that can match
the electro-mechanical dynamics of the reference model. The
experiment setup made for identification of the generator
parameters is the following:

• The reference system is modeled in SPS/SIMULINK. It
represents a generator and a load connected to the grid
through short transmission lines (1 km). The generator
used as reference is modeled through a detailed EMT-
type high-order model.

• An identical power system model is implemented in
Modelica. The generator, which will be calibrated to
reproduce the reference response, is represented using a
low-order generator model. For this purpose a 3rd-order
synchronous generator model was chosen. The power
flow solution for initializing the Modelica models is
imported from PSAT [10], an external tool.

• Seven generator parameters were estimated by measuring
four outputs (see Table I.)

RAPID receives the model’s simulated response through
an FMU block provided by the FMI Toolbox for MAT-
LAB/SIMULINK (see Fig. 2)

Input
Data

Send simulated 
data to RAPID

FMU
Block

Scopes to 
monitor 

each 
iteration

Fig. 2. Simulink model with the FMU of the Modelica model

2014 IEEE International Conference on Intelligent Energy and Power Systems (IEPS) 

128



TABLE II
METHODOLOGY FOR PARAMETER IDENTIFICATION USING RAPID

Algorithm 1 Identification process using RaPId
Input: Measurements InputDataFile [time, outputs],
Modelica model(∗.fmu), output variables*
estimated parameters* (range of possible values)
Initialize PSO algorithm:
- PSO algorithm settings**, number of iterations: M = 1.
- Iteration counter i, stopping criteria: MSEmax.
Iteration:
1. while i < M begin
2. call PSO algorithm
3. call (Simulink system (with ∗.fmu))
4. return (estimated parameters)
5. calculate MSE w.r.t. output variables and outputs
6. if MSE < MSEmax then
7. evaluate (estimated parameters, MSE)
8. break; else continue; end
Initialize Naive (or NM) algorithm:
- estimated parameters, Naive (or NM settings)
- stopping criteria: maximum MSE: MSEmax,
- maximum iterations: IterMax
Iteration:
9. while i<IterMax begin
10. call Naive (or NM) algorithm
11. call (Simulink system (with ∗.fmu))
12. calculate MSE w.r.t. output variables and outputs
13. if MSE < MSEmax then
14. evaluate (estimated parameters, MSE)
15. break; else continue; end
Output:
estimated parameters, MSE
Note: * see Table I;
** Chose the maximum number of particles to initialise PSO

RAPID allows the user to choose from different optimiza-
tion algorithms, and to combine them. This example exploits
gradient-based methods and a meta-heuristic algorithm [11].
For the gradient descent (or direct search) algorithm to perform
well, a good starting point (which is close to the optimum) is
required.

A suitable starting point was obtained using the Particle
Swarm Optimization (PSO) [12] algorithm. In practice, it was
sufficient to find the particle with best fitness after one iteration
only. The methodology is summarized in Table II.

The experiment was carried out for two perturbations
designed to excite the dynamics of the system. The load
parameters of the model of Fig. 3 were assumed as known
values. The first perturbation is a pulse of 0.5 sec. of duration
of 1% the nominal torque in the shaft of the generator.
The second one is a pulse of 0.5 sec. of duration of 1%
nominal field voltage of the machine. The perturbations in the
torque will primarily excite mechanical dynamics, enabling
the identification of mechanical parameters. When perturbing
the system with respect to field voltage, the direct axis time
constant influences the machine voltage dynamics and has
impact on output of active and reactive powers (P, Q).

The results of identification experience are presented in
Fig. 4 and Table III. The values of the identified parameters
are shown in Table III. The numerical values for all the
parameters were constrained before running the algorithms to
a valid range of real-valued numbers, typical of synchronous

Fig. 3. Modelica model used in the identification process (component to be
identified bounded in red)

(a) Torque perturbation

(b) Field voltage perturbation

Fig. 4. Comparison between the reference (Simulink) and the identified
(Modelica) model responses with a perturbation at t=4 sec.

machines. Thus, the resulting parameter values are within
practical and realistic. Fig. 4 shows a graphical comparison
between the simulations in SPS/SIMULINK and Modelica.
It shows that the responses match with an acceptable error.
The key here is to remember that a reference signal (from
a high order model (SPS/SIMULINK)) is matched to a low-
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TABLE III
GENERATOR PARAMETER ESTIMATION RESULTS

Parameter Value
Armature resistance (Ra) 0.0010156
Direct axis reactance (Xd) 4.2924
Direct axis transient reactance (X′

d) 1.37
Direct axis transient time constant (T ′

d) 2.6156
Quadrature axis reactance (Xq) 5.3994
Inertia coefficient (M ) 14.9005
Damping ratio (D) 0.0088415

order model. The differences in reactive power (Fig. 4(a)) and
in the voltage magnitude (Fig. 4(b)) are acceptable if one takes
into account the difference in complexity of the mathematical
presentation of high order dynamics by simplified model. In
order to validate the results of identification, the simulations
in both SPS/SIMULINK and Modelica were repeated using
perturbations two-times larger than the original experiments
used for identification. Similar results to the first experiment
were obtained.

IV. AGGREGATE LOAD MODEL IDENTIFICATION

EXPERIENCE

This section is devoted to load aggregation and parameter
estimation of the aggregate load model. The experiment setup
is similar to the one in Section III. The load which must be
identified is connected in parallel to the existing load (see
Fig. 6). The reference model consists of a real distribution
network in the U.K. It is a feeder of the Scottish Power
distribution network as shown bounded by red lines in Fig. 5,
which has been modeled in SPS/SIMULINK.

Fig. 5. Scottish Power’s distribution network showing the reference feeder
bounded in red

The idea of the aggregate load model identification experi-
ence is to assume 4 different types of load models which can
represent the behavior of the reference (or real system). In
each experiment, corresponding to each assumed load model,
the RAPID Toolbox estimates parameters of the aggregate load
and evaluates the mean square error (MSE). Based on the
MSE and the simulation responses, the user decides which
model of the load fits more appropriately to the reference.
The perturbations used for this case are the same as for
previous tests (see Section III). Depending on the load model,

a different set of parameters needs to be identified. The
measured outputs used in the calibration process are the active
and reactive power of the load.

Fig. 6. Modelica model used in the identification process (component to be
identified bounded in red)

The resulting parameter values and the corresponding error
obtained from the identification process for each assumed
aggregate load model can be found in Tables IV,V,VI,VII.

TABLE IV
PARAMETERS - AGGREGATE EXPONENTIAL RECOVERY LOAD MODEL

Parameter Est. Value
Active power time constant (Tp) 1.3198
Reactive power time constant (Tq) 0.69108
Static active power exponent (αs) 9.5074
Dynamic active power exponent (αt) 2.3919
Static reactive power exponent (βs) 8.5691
Dynamic reactive power exponent (βt) 2.9145
Mean squared error 1.8627e-007

TABLE V
PARAMETERS - AGGREGATE VOLTAGE DEPENDENT LOAD MODEL

Parameter Est. Value
Active power exponent (αp) 7.7454
Reactive power exponent (αq) 7.0214
Mean squared error 2.8357e-007

TABLE VI
PARAMETERS - AGGREGATE FREQUENCY DEPENDENT LOAD MODEL

Parameter Est. Value
Active power voltage coefficient (αp) 7.7576
Active power frequency coefficient (βp) -0.024682
Reactive power voltage coefficient (αq) 7.0375
Reactive power frequency coefficient (βq) 0.02555
Filter time constant (Tf ) 0.45296
Mean squared error 3.3287e-007

All the parameters numerical values are positive, except for
βp in Table VI, and within an acceptable range. The negative
value βp is correct, it means that the load active power is
inversely proportional to the frequency of the system. The
active power voltage coefficient and the reactive power voltage
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(a) Torque perturbation

(b) Field voltage perturbation

Fig. 7. Exponential recovery aggregate load model results

coefficient are above 7, thus the variation of the active power
and reactive power is affected by the voltage variation at the
load.

TABLE VII
PARAMETERS - AGGREGATE ZIP LOAD MODEL

Parameter Est. Value
Constant Z coefficient for active power (kpz) 1
Constant I coefficient for active power (kpi) 0
Constant P coefficient for active power (kpp) 0
Constant Z coefficient for reactive power (kqz) 1
Constant I coefficient for reactive power (kqi) 0
Constant P coefficient for reactive power (kqp) 0
Mean squared error 5.1415e-007

The ZIP load model has the constraint:

kpz + kpi + kpp = 1 (1)

RAPID allows to consider constraints in the form (min <
x < max). To be able to take into account the equality
constraint in (1), a change of variables was used. Instead of
working in the Cartesian coordinate frame, the identification
was held in the spherical coordinate frame, setting the con-
straints to 0 < r < 1, 0 < Θ < π/4, 0 < Φ < π/4,

which force the solution space to the first 1/8 of the sphere.
So the final expressions used to represent the constraints are:

kpz = (rpsin(Θp)cos(Φp))2,

kpz = (rpsin(Θp)cos(Φp))2,

kpi = (rpcos(Θp))2.

The results presented in Table VII show a dominant constant
impedance behavior of the aggregate load. The MSE results for
this load are high, thus it means that the difference between
the reference and the Modelica aggregate load model is the
highest. The identification results from different aggregate load
models are compared in Table VIII.

TABLE VIII
LOAD AGGREGATION ERROR COMPARISON

Type of load Mean squared error
Exponential Recovery 1.8627e-007
Voltage Dependent 2.8357e-007
Frequency Dependent 3.3287e-007
ZIP 5.1415e-007

Based on the maximum fitness criteria (minimum MSE), the
aggregate load model that gives the most satisfactory match to
the behavior of the measured data is the Exponential Recovery
Load model. Further experiments can be performed in order
to improve the aggregate load model response compared to
the reference model. For example, instead of identifying load
models independently, the identification could be performed
using a combination of load models in parallel and identifying
which percentage corresponds to each type of load.

V. CONCLUSION

This article provided an overview of the work of the au-
thors on parameter and model identification for power system
component and aggregate models. The work encompasses the
development of a library of component models in Modelica,
the development of an identification toolbox using those
models and proof of concept experiments.

The results of the experiments presented in this paper
are encouraging. Some shortcomings in the results are ac-
knowledged, but the authors emphasize that the focus of this
article was on showing the possibilities to exploit Modelica
and FMI technologies through the RAPID toolbox and the
Modelica power system library developed for power system
model identification.

This first experience using Modelica and FMI technologies
offers opportunities for further work. RAPID can help as a tool
to develop methods to determine the choice of parameters to
be identified, development of optimization methods and the
design of experiments for power system identification.
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