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ABSTRACT

The proliferation of distributed energy resources (DERs) are transforming the landscape

of today’s electrical grid. Non-conventional DERs such as photovoltaic systems, Battery

Energy Storage Systems (BESS), and wind turbines exhibit strikingly different dynamics

when compared to traditional energy sources driven by synchronous generators, due to their

power electronic interfaces with the grid. Thus, a modern electrical grid that utilizes these

new energy resources, would require a reconfigurable, fast, accurate, and time critical mon-

itoring, protection and control framework in order to operate harmoniously and resiliently.

Synchrophasor technology and Phasor Measurement Units (PMUs) provide a unique, time-

critical, accurate, reliable and standardized framework for power system measurements under

these new energy resources.

This thesis proposes a synchrophasor-based monitoring, management, protection, and

control architecture for power systems with DERs. The usage of PMUs and synchropha-

sor technology is appropriate for such applications, because they provide accurately time-

stamped measurements for power network management functions such as monitoring and

control. This approach proposes substantial benefits as compared to conventional super-

visory control and data acquisition (SCADA) systems in terms of accuracy, reliability and

speed.

Because, it is logistically impossible to operate and test the proposed architecture in

a real-life power system, real-time hardware-in-the-loop (HIL) simulators are used to mimic

the behavior of a power system, containing multiple DERs such as photovoltaic systems,

BESSs, and diesel generators. During this process, different types of real-time hardware-in-

the-loop (HIL) simulator hardware were explored and their performances were compared.

The proposed synchrophasor-based network management and control infrastructure uses de-

terministic real-time embedded systems with Field Programmable Gate Arrays (FPGA) for

data acquisition and timing-management, and real-time processors are utilized for network-

ing and inter-communication purposes. To test the resiliency of the proposed architecture,

additional network traffic generator hardware were connected to the communication net-

work that houses the controller and the PMUs. Through the course of experimentation,

multi-platform homogeneous real-time simulation models were developed for photovoltaic
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cells and Li-ion batteries. In the domains of power system protection, controller-hardware-

in-the-loop (CHIL) experiments were performed to investigate whether traditional protection

methods are suitable for the integration of inverter based DERs. These experiments revealed

that unlike traditional plants with synchronous generators, grounding transformers are not

required in order to protect inverter based DERs from ground-fault overvoltages (GFOV) un-

der single-line-to-ground (SLG) faults. However, most utilities are still reluctant to abandon

the inclusion of grounding transformers. Thus, this observation has the potential to reduce

the cost for planning and implementing DER based substations significantly, if adopted by

the operators.

To perform all these experiments seamlessly within a real-time digital power system

simulation ecosystem, a laboratory architecture featuring networking, timing and electrical

functionalities was standardized and experiments were performed on it. One such key exper-

iment featured the design and implementation of a synchrophasor synchronization gateway

and controller (SSGC) hardware. This hardware has the functionalities to parse multiple

synchrophasor streams in real-time, compute and monitor their respective network delays,

and provide supplementary control functionalities based on the information retrieved from

those synchrophasor streams. This hardware was utilized to monitor and control a microgrid

(containing BESS and PV systems) running on a real-time simulator. To test the resilience of

this proposed hardware, its communication network was tampered with external hardware,

and its performance was analyzed under such conditions.

xxv



CHAPTER 1

INTRODUCTION

The global energy landscape has been changing rapidly through the last decade. The pro-

liferation of different distributed energy resources, coupled with the meteoric growth in the

fields of communications, sensor fabrication, and computing hardware development is en-

abling a transformation in power generation, transmission & distribution, monitoring, and

control. Emerging technologies like phasor measurement units (PMUs) and synchrophasor

are reshaping the way the power grid is monitored across wide spatio-temporal scales by

utilizing the latest developments in the fields of satellite communications and edge technolo-

gies. On the other end, distributed energy resources (DERs) such as solar photo-voltaic

(PV) systems and battery energy storage systems (BESS) are gaining popularity both in

developed and developing countries’ energy grids.

This chapter provides the motivational background behind the current thesis, and

introduces the research problem statements this thesis aims to address. Following those,

the scopes and limitations of this thesis is presented. Finally, this chapter concludes with a

visual presentation of the organizational structure of the entire thesis.

1.1 Motivational Background

This section reviews the phasor measurement units (PMUs) and their growing relevance

in today’s power systems, discusses the motivation for accurate and homogeneous modeling

for various power system components and real-time environments, introduces the concept of

microgrids, and explores how synchrophasor technologies can be employed to improve the

monitoring, protection, and control of distributed energy resources and microgrids.

1.1.1 The Synchrophasor Paradigm

The mathematical foundations of representing periodically-varying quantities, like AC

voltage and current, by a rotating line(phasor) dates back to 1893 [1]. Almost hundred years

later in 1988, Dr. Arun G. Phadke and Dr. James S. Thorp at Virginia Tech proposed

the application of such techniques to measure voltage and currents in power system. Their

work led to the invention of world’s first Phasor Measurement Unit (PMU) in 1992 [2].

1



2

These PMUs were capable of voltage and current phasor measurement in real-time and all

the measurements were synchronized to a universal time reference obtained from the Global

Positioning System (GPS). Because the phasor measurement technology is synchronized to

an absolute clock, it is sometimes referred to as the synchrophasor technology.

Since its inception in early 90s, PMU technology has become more common in the

power industry. Figure 1.1 compares the growth [3] of PMU technology in the 2010s in

the US. With over 2500 PMUs currently installed across power-stations and sub-stations

in the USA, they provide a foundation for real-time monitoring. In India, the number of

operational PMUs back in 2013 was only 62 [4]. This number increased to 1500 by the end

on 2020, as reported by the survey in [5]. Clearly, synchrophasor technology is changing the

landscape of power system monitoring across the world.

With the ability to compute and stream upto 50/60/100/120 measurement data per

second, PMU technology is well suited for tracking power system dynamics in real-time.

Thus, they are the foundation for modern power system network management architectures

like Wide Area Monitoring System (WAMS) or Wide Area Monitoring Protection and Con-

trol (WAMPAC).

Figure 1.1: Proliferation of PMU Technology in USA

Wide Area Measurement System (WAMS) is a technology that enhances the observ-

ability and situational awareness within the power system. It is dependent on real-time

synchrophasor data to monitor the status of the power grid. WAMPAC builds upon the

architectural foundation of WAMS and providess real-time protection and control function-
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alities for the power grid. WAMS/WAMPAC are very sophisticated technological infras-

tructures and require different components such as substation Phasor Data Concentrators

(PDC), aggregation PDCs, and additional communication network installations apart from

those required by the PMUs. This increases the complexity of the overall system, and leads

to an increase in the latency of the communications network if not properly addressed.

This thesis, explores the efficient utilization of synchrophasor technologies, communication

methods, and reconfigurable hardwares to reduce these complexities.

1.1.2 Mathematical Model Development for Power System Simulations

It is obvious that, any proposed new monitoring, control or protection- hardware cannot

be tested in the field by experimenting with an actual power system. Hence, Real-Time (RT)

Simulators become neccessary. Real-time simulators are high-end computer systems which

can execute the mathematical model of a power system at the same rate as the ”wall-clock”.

Most industrially available real-time simulators have the ability to not only solve the model

of a physical system in real-time, but also generate proportional analog and digital signals

corresponding to selected measurements from the real-time model. These real-time signals

are physically interfaced or networked to test the new control, monitoring or protection

equipments from the safety of a laboratory.

Figure 1.2: Proliferation of PV Systems Across the World (Figure from [6])

However, under this experimental methodology, it becomes crucial to have mathemati-

cal models that can replicate the behaviour of a power system accurately. While the modeling
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Figure 1.3: Proliferation of Battery Energy Storage Systems Across the World
(Figure from [7])

of conventional power system components are well studied and standardized, the emerging

distributed energy resources (DERs) remains less explored in terms of model-standardization.

When simulation models across different hardware architectures are considered, this prob-

lem becomes even more prominent. DERs such as PV-systems and Battery energy storage

systems have gained massive popularity in recent times, as demonstrated in Figures 1.2 and

1.3 respectively. In spite of their recent proliferation, there have been little efforts towards

standardization of these models. This reduces the reproducibility of results in power systems

research, to a great extent. To address this issue, this thesis proposes homogeneous cross-

platform models for PV-cells and Li-ion batteries which can be utilized to construct accurate

models for PV or BESS based DERs across a wide variety of real-time (RT) hardware.

1.1.3 The Concept of Microgrid

Recently, the power grid has gone through significant structural and operational changes

due to the advent of renewable energy sources. With more renewable energy resources and en-

ergy storage systems integrated into the electric power network, the power-system-monitoring

dynamics are changing, because of the potential for these new sources to operate on a much

lower (distribution level) voltage level. All these distributed energy resources have the ability
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to supply some loads, while being disconnected from the bulk grid. At the same time, these

sources may have the capacity to connect to the grid and operate in a synchronous grid-

connected mode. To enable these functionalities, the concept of microgrid is becoming more

and more relevant as it provides a unique way of operating those small-scale and distributed

energy resources in the existing framework of the power grid. The term MicroGrid was first

formally defined by R.H.Lasseter in [8] as:

The MicroGrid concept assumes a cluster of loads and microsources operating as

a single controllable system that provides both power and heat to its local area.

To the utility the MicroGrid can be thought of as a controlled cell of the power

system.

Microgrids are gaining a lot of relevance both in the energy systems of developed and

developing nations. According to a recent survey [9], the total capacity of microgrids in the

USA has increased three-folds in the last 5 years. The projection reported in Figure 1.4

shows similar trend across the world.

Figure 1.4: Projected Growth for Microgrids’ Capacity Across the World
(Figure from [11])

A conventional fixed SCADA (Supervisory Control and Data Acquisition) system func-

tions well for a standalone microgrid (e.g. marine applications). However, in real power
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systems multiple microgrids must operate as a “cluster” based on various operational pa-

rameters and network status as described in [10]. When the microgrid infrastructure is scaled

up to microgrid ‘cluster’s that is expected to operate depending on various factors like power

generation, stored energy, climate, load demand, to name a few. A conventional SCADA

system does not provide the flexibility to operate and control all those different sources of

power generation. Hence, the application of Synchrophasor based WAMS/WAMPAC sys-

tems (which were traditionally used in transmission level) to form, operate, and control

microgrids or ‘cluster’ s of microgrids has become a relevant area of research.

Because those ‘cluster’ s of microgrids will typically have a lot of small-scale sources

(e.g. microturbines, fuel cells, PV panels), they are controlled individually via their power

electronic interfaces. On top of these individual microsources, there should be a functional

energy management system that will optimize the operations of all the microsources, mini-

mize their losses, maximize their operational efficiencies, ensure that the microgrid satisfies

the operational contracts with the existing transmission system, and provide necessary ancil-

lary control and protection functionalities. This requires that the overall control-architecture

becomes hierarchical and reconfigurable.

1.1.4 Utilizing Synchrophasor Technology to Improve the Monitoring, Control

and Protection Functionalities for Microgrids

For microgrid applications featuring various DERs, an extensive infrastructure like

WAMS/WAMPAC would require substantial instrumentation-hardware (substation PDCs

and aggregrator PDCs), network extensions and controller installations. Thus, the overall

implementation would be cost-prohibitive. To address this issue, this work proposes a dedi-

cated centralized synchronization hardware to replace aggregation PDCs, and some decision

making, into a single piece of hardware. This particular hardware is termed as Synchropha-

sor Synchronization Gateway (SSG). The differences between the existing architecture

and the proposed architecture, are illustrated in Figures 1.5 and 1.6.

Because, the SSG is implemented on a reconfigurable platform, it is possible to extend

its functionalities. Since, microgrids employ a hierarchical control architecture as suggested

by [8], [12], and [13], it is possible to partition the various control actions, and implement

some part of those control functionalities inside the SSG hardware. This upgraded hardware

is referred as the Synchronized Synchrophasor Gateway and Controller (SSGC)
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hardware. When compared with each other, Figures 1.5 and 1.6 reveal that the proposed

SSGC based architecture has the potential to reduce the complexity and latency of the

network, when put within a real-life WAMS/WAMPAC configuration.

Thus, this work comprises of the development of an SSG, implementation of PMUs that

will monitor the microgrid, modeling of a microgrid and its components in real-time simula-

tion platforms, and improvement of the SSG by incorporating intelligent control actions for

distributed energy resources (DERs) and power-dispatch facilities.

Figure 1.5: Current Infrastructure for Control Using Networked PMUs and
PDCs

1.2 Research Problem-statements

This thesis addresses the following questions:

• While Field Programmable Gate Arrays (FPGAs) provide a lucrative platform for

designing PMUs, are there definite hardware-specifications which must be met to im-

plement PMUs on a certain FPGA?

• Industry-grade PMUs must satisfy a minimum performance-criterion when put under

certain compliance-tests. How to design a user-friendly, and configurable hardware to

perform those tests on a custom PMU?
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Figure 1.6: Proposed Control Infrastructure for Microgrids With Networked
PMUs and SSG/SSGC

• Within the realms of real-time modeling and simulation of power system components,

different real-time simulators have different hardware architectures and different soft-

ware libraries. Is it possible to implement homogeneous power system components

which can give identical simulation results across different real-time (RT) simulation

platforms?

• Distributed Energy Resources (DERs) often contain components whose behaviour is

determined by complex physical phenomena, e.g. Photo-voltaic cells and Li-ion bat-

teries. How to ensure uniform performance, while such components are implemented

across two different RT-simulation hardwares?

• Traditional synchronous generators are prone to massive overvoltages under single-

line-to-ground (SLG) faults. To mitigate such overvoltages, standardized ’effective

grounding’ has been proposed in the literature. Are inverter based DERs susceptible to

similar overvoltages when subjected to SLG faults? Are traditiona ’effective grounding’

techniques suitable for application on inverter based DERs?

• It is challenging to conduct experiments on a real power system. Thus, the develop-

ment and proper network configuration for digital power grid simulation laboratory

is necessary to perform real-time experiments. The main issues related to the lab-

oratory architecture, which would be addressed in this thesis are- How to ensure the
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reliable transmission of power system data through the network, following different pro-

tocols within the laboratory architecture? How does the timing network interact with

the intelligent electronic devices (IEDs) within the laboratory?

• Is it possible to utilize synchrophasor streams to reduce the complexity of the tradi-

tional WAMS/WAMPAC architecture targeted for DERs and microgrids? To answer

this question, a configurable real-time hardware was designed which can operate as

a gateway to synchronize multiple incoming synchrophasor streams. This hardware

is further extended to incorporate supplementary control functionalities for microgrid

applications. Once the proposed hardware was operational, it was stress-tested under

varying network conditions.

1.3 Scope

In this section, a summary of the scopes and limitations of the current research is

presented.

1.3.1 Exploration of Reconfigruable FPGA Based PMUs

As mentioned before, the WAMS/WAMPAC infrastructure is based on synchrophasor

measurements obtained from PMUs. Thus, multiple PMUs were implemented on National

Instruments’ proprietary prototyping platform, i.e. the compact Reconfigurable Input Out-

put (cRIO) family of devices. These devices present an excellent prototyping opportunity

incorporating both a programmable hardware and a customizable graphical user interface.

Limitation: Even though these hardware family is user-friendly and flexible, their

high cost makes them quite unsuitable for mass-scale production or industrial deployment.

There exists other low-cost development platforms like Raspberry-Pi which had been utilized

to implement PMU hardware [14], [15]. However, those implementations are not explored in

the current work.

1.3.2 Modeling and Simulation for Real-Time Hardware-in-the-Loop Testing

Real-time simulators were used to model the behavior of a microgrid and all its internal

sub-systems. In the current research, usage of two different real-time simulators Opal-RT

and Typhoon HIL were explored. By implementing similar microgrid components in two

entirely different hardware platforms, it was possible to investigate the issues that arise due
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to the differences between different families of real-time simulators, while migrating a simu-

lation model from one platform to another.

Limitation: While real-time simulation of microgrid is within the scope of this thesis,

no studies are to be performed in any actual power network. The synchrophasor based tech-

niques proposed and implemented in this research will not be tested out in an actual power

grid. Thus, the scope of this work is limited upto testing the proposed hardware in connection

with a microgrid simulation running on real-time simulators in the lab environment.

1.3.3 Implementation of the Control and Decision Framework

Control of various energy sources in a microgrid is particularly challenging as differ-

ent energy sources have different operational characteristics and capabilities. Controlling

the power flow from an energy resource has been an important topic of research for a long

time now [16], [17]. However, with the advent of microgrids [8] in the power and energy

infrastructure, the control of power flow has become more challenging as a research problem.

Efficient and autonomous management of power network is important for reliable operation

of a power system. This work explores the possibility of implementing a PMU-based control

and decision framework to manage a such a power network for microgrids. For the communi-

cations between the different equipments, standard TCP protocol was used. In the existing

infrastructure, due to the presence of multiple substation PDCs (Phasor Data Concentra-

tors), aggregator PDCs, PMUs and controllers in the network, latency of the decision making

path increases. This work targets to reduce that latency by replacing some of that hardware

with a standalone hardware termed as Synchrophasor Synchronization Gateway and

Controller (SSGC). In this thesis, the SSGC is utilized to implement part of the control

system that controls the power flow for the battery energy storage system as demonstrated

in Figure 1.6.

Limitation: Recently, substantial effort has been made to incorporate sophisticated

control and decision techniques in the paradigm of power network management. A significant

portion of these approaches involve the application of various machine learning methodolo-

gies. This work does not explore any such advanced algorithms. The focus of the current

work is incorporating a very basic control infrastructure in a hardware absed real-time ex-

perimental setup. The scope of the proposed control system is also limited to the control
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Figure 1.7: Visual Representation of the Organization for This Thesis

of battery energy storage systems. This can be extended to the control of diesel generators,

PV-systems or other DERs in future.

1.4 Thesis Organization

The remainder of this document contains nine chapters. Each chapter begins with an

introduction, which highlights the research objectives of that chapter, and presents a short

literature review relevant to that research. Every chapter ends with a conclusion of the

research contributions made in the respective chapter.

Chapter two introduces the usage of FGPAs to implement real-time PMUs. It focuses

mostly on hardware requirement aspects of these PMUs. This work is based on the Na-

tional Instruments’ proprietary Advanced PMU Development infrastructure. Chapter three

focuses on developing a low-voltage user-friendly PMU testing hardware, which is capable of

performing the pre-compliance tests for a given PMU. Chapters four, five, six and seven ex-

plore the development of portable, cross-platform compatible power system components for

real-time simulation. The cross-platform compatibility has been validated by using Opal

RT and Typhoon HIL real-time simulator hardwares. While chapter four investigates

the performances of basic power system components across these two hardware platforms,

chapter five explores the possibilities of implementing portable models for more complicated

power-systems functionalities that are relevant for microgrids, e.g. PV systems. In chapter

six, the protective features of an inverter based DER under SLG faults are evaluated by per-

forming controller hardware in the loop (CHIL) experiments. This test utilizes the PV cell
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modules from chapter five. In chapter seven, cross-platform modeling of Li-ion batteries are

presented. Chapter eight explores the networking and experimental features of the current

simulation laboratory set up at RPI. In chapter nine, the fundamental implementation and

preliminary tests on the proposed Synchrophasor Synchronization Gateway & Controller are

reported. A test where the BESS responds to the step change in the load utilizing this SSGC

hardware, is also demonstrated. The SSGC hardware is then stress-tested under different

network conditions to examine for its resilience and robustness. The final chapter concludes

this thesis.

For the convenience of the reader, all the upcoming chapters are classified within two

broad categories. These two categories are - (i) Implementation of the instrumentation ar-

chitecture, (ii) Real-time model development. Chapters which introduce power system sim-

ulation models or demonstrate the experiments performed within the real-time-simulators

by simulating those models, are placed in the real-time model development category. The

chapters which focus on PMU implementation, networking and SSG/SSGC development,

are classified within the implementation of instrumentation architecture category. This or-

ganization is visually presented in Figure 1.7. Notably, the ninth chapter connects these

two worlds as it illustrates experiments with the SSGC hardware utilizing PMUs, which are

connected to a simulator running real-time power system models.



CHAPTER 2

RECONFIGURABLE FPGA-BASED PHASOR

MEASUREMENT UNITS

It has been mentioned in the previous chapter that, Phasor Measurement Units (PMUs) are

becoming intrinsic components of modern power systems. The synchrophasor estimation

algorithms in PMUs pose stringent computational demands, which makes the application

of Field Programmable Gate Arrays (FPGA) highly attractive. This chapter explores the

implementation of different PMU designs on multiple FPGA targets using Xilinx and NI

software and hardware infrastructures and toolsets. In this process, a metric has been for-

mulated to predict FPGA-target hardware requirements. The metric allows to predict if an

FPGA-target meets the needs to deploy a given PMU design resulting in significant engi-

neering design time savings. Because, compilation/synthesis on FPGAs is a time consuming

job, this metric can reduce the implementation time for FPGA based PMUs drastically and

can help in determining if additional functionalities can be added on an existing hardware

platform.

2.1 Introduction

This section contains the motivation behind this part of the work, followed by a brief

chapter-specific literature review. It also highlights the key research-objectives of the research

illustrated in this chapter.

2.1.1 Motivation

Field Programmable Gate Arrays (FPGA) have become a very appealing hardware

platform for algorithm implementation and embedded controls in various electrical engineer-

ing applications. Authors in [18] have explored that FPGAs provide a better throughput

when compared to high-performance DSPs. It is also important to note that, FPGAs can

• Portions of this chapter previously appeared as: P. M. Adhikari, H. Hooshyar, and L. Vanfretti, “Ex-
perimental quantification of hardware requirements for FPGA-based reconfigurable PMUs,” IEEE Access,
vol. 7, pp. 57527-57538, Apr. 2019, doi: 10.1109/ACCESS.2019.2911916.

13
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typically provide a sampling frequency upto 100 Mhz. (i.e. for Xilinx Spartan 6 family of

FPGAs the primary clock frequency is 100 MHz. For more advanced FPGAs (e.g. Xilinx

Ultrascale Virtex 7 family) the maximum frequency can be as high as 500 MHz [19]. In the

current architecture though, the voltage and current sensing is executed via NI C-series mod-

ules, which have a maximum voltage and current sampling rate of 50000 samples/second [20].

Because, the computing hardware is capable of functioning at much higher frequency, it is

possible to generate data seamlessly in the current setup, without the need of any further op-

timization at the hardware level.) In power system engineering, Phasor Measurement Units

(PMU) are used for real-time synchornized measurement of various power system quantities.

Given the computational demands of PMU algorithms and their functionalities, the use of

FPGAs for PMU implementation has become of recent interest.

Currently, there are only a few available implementations for FPGA-based PMUs in the

literature. The notable implementations are the Reason MU320 from General Electric[21],

the National Instruments’ Advanced PMU Development System which is also used in [18],

and another NI based design reported in [22] which is commercialized by Zaphiro Technolo-

gies. This paper is limited to the National Instruments (NI) based implementations only.

The default National Instruments implementation uses the real-time compact-RIO 9068 with

a Xilinx Artix-7 FPGA for their PMU. However, the possibility of implementing the same

PMU design across other FPGAs has not been reported, and no guideline for multiple-target

hardware implementations is available. This paper investigates the possibility of using the

same PMU design on other real-time targets with FPGAs from different families. The same is

performed for the PMU in [22]. In this work, a new metric has been formulated to determine

the requirements to deploy the two different PMU designs in terms of hardware consump-

tion. These metrics can help to quantify hardware specifications for these PMU-designs, and

reduce the design time and effort drastically.

2.1.2 Related Works

The major advantages of using FPGAs for complex system implementation are listed

and described in [23]. With the configurable hardware architecture, FPGAs are extremely

efficient for implementing high-speed, data-intensive applications. With the inherent re-

programming features of the hardware, they can be programmed for any particular appli-

cation at a much lower level. Hence, as a platform FPGAs provide much better real-time
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performance. Available research where FPGAs were used to design PMU functions are dis-

cussed in [22], [24], [25], [26], [27]. The implementation in [22] was based on the hardware

platform from National Instruments technologies, similar to the infrastructures described

in [24], [25], [27], [28], [29] and [18] where various applications and observations for single-

platform FPGA-based PMUs are described. Because [22] uses a similar infrastructure as

described in this paper, the same PMU design is used herein while characterizing different

FPGA platforms. However, none of these previous works, discusses the challenges related to

single-design-multiple-platform implementations.

[30], [31] and [32] present an extension of the design in [22], in terms of analysis,

estimation and decision making in a power system. In [33], the challenges of protocol imple-

mentation for FPGA based PMUs using open source software are reported. [34] and [35], on

the other hand, presented the application of FPGAs to implement real time control hard-

ware. A recent report on using the similar infrastructure for PMU implementation has been

published by the processor industry-leaders in [18].

Some standard methodologies for bench-marking FPGA cores are described extensively

in [36]. In [37], FPGA cores are characterized in relevance to DSP algorithms. In [38], Xilinx

Virtex-1 to Virtex-5 families are reviewed in terms of their applicability in critical operations.

2.1.3 Highlights of the Chapter

The key research contributions encompassed in this chapter are:

• To describe methods to deploy PMU designs (implemented using National Instruments’

infrastructure) on multiple FPGA targets. This single-design-multiple-platform infras-

tructure allows easier implementations of real-time PMUs on FPGAs.

• To derive a metric that helps to predict if a PMU design can be implemented and

executed on a certain FPGA target. It needs to be noted that this metric is specific to

existing PMU implementations only, and not expected to work for any generic FPGA-

based digital system.

• The proposed metric is then validated using different FPGA targets for different PMU

designs. Both physical hardware and virtual FPGA emulation were used for this vali-

dation process.
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• Finally, comments are made regarding the cost-effectiveness FPGA based PMU imple-

mentations in light of the experimental results along with some of the recent develop-

ments in this field by the industry.

2.1.4 Structure of the Chapter

In the next section the overall infrastructure of the FPGA based PMU implementation

is discussed. The detailed description of the PMU software, hardware, and overall work-flow

for hardware implementation are described. Case Studies and Experiments are described in

Section 2.3 which is divided into four subsections, describing test specimens, test-procedures

using Physical FPGA hardware, test-procedures with virtual FPGA emulations and lastly,

methods for characterization of error. While describing experimental results in Section 2.4,

a metric for projecting the hardware requirements for FPGA based PMUs is proposed. That

proposed metric is verified using both physical FPGA targets and virtual FPGA emulation

techniques. Finally, cost vs capacity trade-off for the selection of FPGAs is explored.

2.2 PMU Software, Hardware, and Design Flow

This section describes the PMU designs (software), hardware and the design flow

methodology used in this study. The generic PMU-implementation provided by National

Instruments as a part of their Advanced PMU Development System and the implementa-

tion in [22] are used. The PMU designs used are only supported by proprietary Compact

Reconfigurable I/O (cRIO) devices. It is important to note that all the experiments and

observations presented in this paper were based on M-class PMU designs.

2.2.1 Software Implementation of the PMU

The PMU design was implemented in the LabVIEW Virtual Instrumentation (VI)

environment. The organization of each design block is shown in the block diagram of Figure

2.1. Software components are divided into the host PC and the client compact RIO device.

The compact RIO houses a RT-microprocessor and an FPGA. The FPGA target is used to

implement the PMU design, whereas the rest of the cRIO runs the TCP/IP communication

interfaces and performs other auxiliary functions. The overall execution on the cRIO depends

on LabVIEW libraries (Electrical Power Library) and DLLs. The cRIO chasis contains the

physical FPGA device. The FPGA device incorporates the PMU design, along with FPGA-
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Figure 2.1: Software and Hardware Resources of the PMU Implementation

specific library files from National Instruments, and all the instantiations of the C-series

modules for analog to digital signal acquisition.

The host PC communicates with the cRIO (running the PMU and TCP communica-

tion), via NI drivers, and uses NI library functions for this communication. The PMU design

described so far is supported by the latest LabVIEW release of NI [19], and will be referred

as NI PMU from here on. The PMU design from [22] will be referred as Beta PMU.

2.2.2 Review of the Existing PMU Hardware

NI provides a PMU implementation for the cRIO-9068 device (Figure 2.3). A cRIO-

9068 houses a Xilinx Artix-7 FPGA and an ARM Cortex A9 processor as its real-time

processing unit. The 3-phase voltage and current inputs were taken using NI-9225 and

NI-9227 C-series modules that are capable of obtaining 50 K samples/second, with 24-bit

resolution. The master time is specified by the NI-9467 GPS synchronizer module. When

used together with an FPGA, this module synchronizes the internal 40 MHz FPGA time

keeper clock within (+/-)100 ns to the GPS 1 PPS received from GPS satellites. All the
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Table 2.1: Hardware Platforms, FPGAs and Processors

Compact-RIO Device FPGA Family/Device Real-Time Processor

cRIO 9068 Artix 7 /ZYNQ 7020 ARM Cortex A9
cRIO 9082 Spartan 6/LX 150T Intel Core i7-660UE
cRIO 9081 Spartan 6/LX 75T Intel Celeron U3405
cRIO 9074 Spartan 3/ XC3S200 PowerPC

outputs from these modules are used by the PMU algorithm running on the FPGA hardware.

The FPGA-based PMU communicates with the real-time unit running on the cRIO,

which handles initialization, real-time communications, and broadcasting of the PMU out-

put. The PMU output follows the IEEE C37.118-2005 protocol, and is broadcasted through

an ethernet port using TCP/IP.

Similar hardware configurations were used in four different compact RIO platforms,

with different specifications as listed in Table 2.1. For all of them, the detailed synthesis

results provided by the Xilinx Vivado tools were studied and analyzed. One of the PMU

hardware platforms used, is shown in Figure 2.3.

Figure 2.2: Block Diagram for the Hardware Architecture of the PMU
Assembly
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Figure 2.3: Physical PMU Hardware in a Compact-RIO 9068

2.2.3 Hardware Design Flow Methodology

In this subsection, the process for designing FPGA based hardware is described. The

design flow methodology adopted in this work is described in the flow-chart shown in Figure

2.4. Note that the flow contains software infrastructure from both National Instruments

(LabVIEW libraries) and Xilinx (Vivado synthesis tools). It can be observed that the PMU

design is carried out in the LabVIEW Virtual Instrumentation environment from NI. The

design is then converted into intermediate HDL (Hardware Description Language) files by

NI libraries. Those files are converted into a bit-stream by Xilinx Vivado synthesis tools.

This is a lengthy process, and it utilizes the libraries provided by Xilinx. This part of the

design-flow consists of four steps: analysis, synthesis, mapping, and place & route. The

Xilinx framework is designed to generate a report (pre-synthesis) after analysis, a report

after synthesis (post-synthesis) and a last report for the place & route process (post place &

route report).

These reports were analyzed to develop the design metrics for two different PMU

designs. Note that, for some families of FPGAs, the pre-synthesis report is not generated.

Because, this part of the work is time-consuming and computationally intense, National

Instruments’ online Cloud Compile Service (a high-performance-computing cluster) was used.

The same flow was used for all FPGAs studied and the reports were analyzed to develop

metrics that can determine if a PMU design can be put on a certain FPGA. Because the

pre-synthesis report takes the least amount of time, the developed metric analyzes the pre-

synthesis report for one specific FPGA. Once the metric derived allowed the prediction of

the hardware resource requirements, further experiments were conducted using the FPGA

emulation for verification.
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Figure 2.4: The FPGA Based Hardware Implementation Flow and Report
Generation

2.2.3.1 Observations Related to the NI Cloud Compile Service

As mentioned before, the National Instruments high performance computing cluster

service (Cloud Compile Service) was used for compilation and synthesis of the designs. It

is to be noted that, theoretically this entire procedure can be executed offline. However,

the compilation time is usually 6-7 times more in a standard work-station (Intel i7, Gen

3 processor with 16 GigaBytes of RAM) when compared to the Cloud Compile Service.

Because, the procedure is computationally demanding, sometimes the resources of standalone

PCs are not enough to complete the compilation. Hence, it was recommended by NI to always

use their compile service for this part of the job. Usually, compilation time on such servers

depends on the number of jobs it is handling at a given time. However, in this particular

infrastructure, the compilation time was always similar, but the queuing time/ waiting time

used to vary depending on the number of compilation jobs it was handling at the given time.

2.3 Case-Studies and Experiments

The experiments performed were classified in two categories, which are described in

subsections 2.3.2 and 2.3.3 below. The test specimens are described in subsection A. The

design flow in Figure 2.4, was carried out for several targets using the re-designed PMU

software and reports were regenerated.
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2.3.1 Test Specimens/Designs

Three test-specimens were used to characterize hardware requirements. Two of them

were the PMU implementations (NI PMU and Beta PMU described in Section II.(a). Ad-

ditionally, a simple 64-point FFT design was used across all the platforms for additional

validation of the proposed hypothesis. A short description of these specimens is given below.

• Dummy Design: A 64-point FFT algorithm that was expected to be synthesized suc-

cessfully in all available platforms. It is to be noted that, there is no direct relation

between this design and the actual PMUs implemented in the cRIO devices. The re-

sults for this design is reported only to infer the fact that even though smaller designs

can be synthesized on lower cost hardware with less resources, larger real-life appli-

cations such as a PMU requires stronger hardware for implementation. As it will be

shown in Section 4, the two PMU designs can not be implemented on some of the

targets due to insufficient hardware resources. For those targets it was necessary to

use a simpler design (FFT Algorithm) to compare reports generated in all the different

platforms.

• NI PMU : The latest PMU design provided by NI, which incorporates all the latest

LabVIEW libraries. This design is implemented and released by NI as a part of their

Advanced PMUDevelopment System. Their implementation used a ZYNQ-7020 Artix-

7 FPGA along with a NI-9068 cRIO and was modified for synthesis in other platforms.

• Beta PMU: This particular implementation [22] was developed for the NI-9076 with a

Spartan 6 LX45 FPGA. Although, it has similar functionalities, the hardware require-

ments are different from the NI PMU design.

It is to be noted that, even though the two PMUs share the same functionalities,

the phasor estimation algorithm used was different. The NI PMU utilizes a recursive DFT

algorithm for frequency estimation which is well documented by the authors in [39]. The

Beta PMU, however, utilizes a recently published algorithm - iterative Interpolated DFT

(i-IPDFT) for estimating the frequency [22]. As the i-IPDFT algorithm is iterative, and the

DFT is recursive, the FPGA hardware requirements are expected to be sufficiently different.
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2.3.2 In Vivo Experiments on Physical FPGA Devices

The test specimens described in Section 2.3.1, were used to synthesize the functions

for the physical hardware. The hardware platforms, which were used for this purpose are

listed in the Table 2.1.

cRIO displays the detailed results for all the synthesis-jobs carried out. In column 6,

the number of LUTs used are displayed, and column 5 displayed the number of available

LUT-s in that specific FPGA core. In the case of the cRIO 9082, the FPGA core is a Spartan

6 LX150T which contains 92152 LUTs, each having 6 inputs. Out of those 92152 LUTs,

28826 were used as shown in column 6. Column 10 shows the number of available Block

RAMs in that FPGA core. This number is 268 for the Spartan 6 LX150T FPGA. Out of

these BRAMs, only 23 were used. As shown in Table 2.3, the Beta PMU design stresses the

Block-RAM (BRAM) demand and the NI PMU stresses the LUT (Look Up Table) demand

of the FPGAs. Experiments based on the Dummy (FFT) design were performed to establish

that the proposed metric in Section 4 can be extrapolated for different algorithms other than

PMUs.

2.3.3 In Silico Experiments using FPGA Emulation

National Instruments provides tools to virtually implement a design on an FPGA,

without the need to access the physical FPGA hardware. This process is known as FPGA

emulation. In this process, Xilinx Intellectual Property(IP) is used to emulate the actual

behavior of an FPGA. FPGA emulation was used to predict whether or not the PMU designs

can be executed on the other cRIO devices with different FPGA targets and results were

compared against the proposed metric. As seen from Table 2.5(second row), it predicted and

verified that for the Spartan 3 XC3S2000 FPGA, the available LUTs are not sufficient to

host the PMU design. Based on the proposed metric, it was successfully predicted whether

the PMU would fit in for other FPGA cores as well.

2.3.4 Characterization

As seen from the flow chart in Figure 2.4, Xilinx provides important information in

different stages of the overall process. The first set of reports is generated after the analysis

stage, and requires relatively lower time to generate because it does not involve time con-

suming stages, i.e. synthesis, place & route and mapping. However, this report only gives
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Table 2.2: Time Comparison of Report-Generation For Various Stages

Pre-Synthesis Synthesis Post P & R

Spartan 6 LX 150T 9 Min 22 Min 122 Min
Spartan 6 LX 75T 12 Min 30 Min 187 Min

a rough estimate of the actual device utilization. Regardless, the entire procedure tends to

take hours. It is observed in Table 2.2 that for a Spartan 6 LX-150T the time for place &

route increases by 13.5 fold, and for a Spartan 6 LX-75T it increases 15.6 fold as compared

to generating pre-synthesis results. However, pre-synthesis reports are not certain and they

do not guarantee that the identified requirements at this stage will remain the same when

proceeding with the subsequent stages. The results in Table 2.2 show that it is extremely

inefficient to run a complete synthesis job resulting in unsuccessful execution due to hard-

ware constraints. Therefore the metric proposed in this work uses the pre-synthesis report

to predict whether or not a certain design can be implemented and executed on a certain

FPGA target as shown next.

2.4 Experimental Results

2.4.1 Results on Physical FPGA Hardware

2.4.1.1 Hypothesis and Metric Derivation

As mentioned before, three designs were implemented on four physical hardware plat-

forms. The final hardware consumption by these designs across the 4 different FPGA devices

are reported in Table 2.3.

It is to be noted that, the cRIO 9068 is the only device, for which the NI PMU im-

plementation was originally developed and the cRIO 9076 in the case of the Beta PMU.

It was observed from the synthesis reports, that the two determining factors that decide

whether a design can be implemented on a certain FPGA target are the number of avail-

able Look-Up-Tables (LUT-s) and number of available Block-RAM units. The functional

blocks such as adders, multipliers, multiplexers, are all implemented using LUTs and BRAMs

through the synthesis process. Hence, the number of LUTs and number of BRAMs should

be the most important metric to quantify the hardware consumption on FPGAs for PMU

implementation.

However, the most interesting observation across all the different platforms was that
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Table 2.3: Synthesis Statistics for Hardware Compilation for Different Designs

1 2 3 4 5 6 7 8 9 10 11 12

Design Hardware FPGA FPGA Available LUT-s LUT Size Available Consumed Available Used Synthesis
Family Device LUT-s Used (L) (Inputs) (I) LUT × Input LUT × Input BRAM BRAM Outcome

cRIO 9074 Spartan 3 XC3S2000 40960 42892 4 163840 171568 40 26 Failed
cRIO 9076 Spartan 6 LX45T 27288 28823 6 163728 172938 116 26 Failed

NI cRIO 9081 Spartan 6 LX75T 46648 28824 6 279888 172944 172 23 Passed
PMU cRIO 9082 Spartan 6 LX150T 92152 28826 6 552912 172956 268 23 Passed

cRIO 9068 Artix 7 XC7Z020 53200 34909 5/6a 319200 b 174545 140 21 Passed
cRIO 9074 Spartan 3 XC3S2000 40960 6539 4 163840 26156 40 48 Failed
cRIO 9076 Spartan 6 LX45T 27288 4324 6 163728 25944 116 48 Passed

Beta cRIO 9081 Spartan 6 LX75T 46648 4326 6 279888 25956 172 48 Passed
PMU cRIO 9082 Spartan 6 LX150T 92152 4344 6 552912 26064 268 48 Passed

cRIO 9068 Artix 7 XC7Z020 53200 17226 5/6 319200 86130 140 33 Passed
cRIO 9074 Spartan 3 XC3S2000 40960 4561 4 163840 18244 40 33 Passed
cRIO 9076 Spartan 6 LX45T 27288 3188 6 163728 19128 116 26 Passed

64 Point cRIO 9081 Spartan 6 LX75T 46648 3193 6 279888 19158 172 29 Passed
FFT cRIO 9082 Spartan 6 LX150 92152 3215 6 552912 19290 268 29 Passed

cRIO 9068 Artix 7 XC7Z020 53200 13245 5/6 319200 66225 140 28 Passed

aLUTs are of configurable sizes, while most of them were conFigured as 5 (some as 6) input LUTs
bEstimated Maximum Count assuming each of the LUTs were utilized to their fullest extent of 6 inputs

Table 2.4: Cross Validation of the Derived Metric with HDL (Verilog) Designs

Design Spartan 3 XC3S2000: Spartan 3 XC3S2000: LUT Consumed x Spartan 6 LX75T: Spartan 6 LX75T: LUT Consumed x
Under Test LUTs Consumed LUT Size LUT Size LUTs Consumed LUT Size LUT Size

Square root 27 4 108 19 6 114
Finder
64 bit 118 4 472 79 6 474
ALU

the same PMU design consumed different amount of hardware in terms of LUTs in different

FPGA targets, which contradicts the previous assumption to take number of available LUTs

as the metric to quantify the hardware consumption.

To address this issue, together with cRIO, detailed specifications of various FPGA

families were studied revealing that the size of a single LUT is different among those families.

For example, the Spartan 3 family of FPGAs have LUTs of width 4, where as Spartan 6

FPGAs have LUTs of width 6. Another interesting observation was that the product of

the LUT size and the number of consumed LUTs for synthesis, were similar across different

FPGA-targets for the same design.

Consequently, the metric in equation (2.1) (LUTs × LUT-size) was observed to be the

determining factor on whether a design would fit into a certain FPGA. For the NI PMU

design, noting the results in column 9 of Table 2.3, the base value of 175000 was selected as

the lower bound to develop the design metric. This choice was made based on the fact that

the maximum observed value of (NLUT × NLUT-Size) was 174545 (for Artix 7) across all the

tested/emulated hardware (discarding Artix 7, the maximum bound would be 172956). This
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value was determined by computing the nearest round number above the highest reported

hardware consumption (of Artix 7), while determining the exact value of NMax. However, it

is not recommended to use this proposed metricw Artix FPGAs .

(NLUT ×NLUT-size)new-target > Nmax (2.1)

However, as discussed, Artix 7 has configurable LUT blocks, and hence its synthesis process is

more complicated. For such FPGA cores, where pre-synthesis reports are not generated, syn-

thesis reports are considered for our proposed decision making process. Even using synthesis

reports, one can save significant amount of time savings by avoiding the time consuming P &

R (Place and Route) steps, and post P & R report generation during the hardware selection

process. For the Beta PMU, the Block-RAM was the determining factor as it consumes very

little space in terms of LUT-s.

It is to be noted that the architecture of Xilinx Artix family is significantly different

from the other families. The LUTs of the Artix 7 are re-configurable in nature and can be

of size 5 or 6 according to [40]. In fact, a careful evaluation of the reports from 2.4 reveals

that the synthesis tools actually conFigures quite a few of those LUTs with smaller (of size

1-4) size. Hence, the proposed metric is perfectly consistent for every target, except when

using Artix 7 family of FPGAs. Note that, the Artix 7 implementation is also reported

and documented by National instruments in their PMU Development system in [40]. In

order to maximize the savings in terms of computational effort and time-consumption, the

earliest estimations of device utilization were used to construct the upper bound Nmax for

the proposed metric. For Artix family, it was provided during the synthesis for all other

tested FPGAs.

To better incorporate scenarios where the post-synthesis resource allocation is more

than the pre-synthesis resource allocation, a pessimistic adjustment to the margin is be

proposed. [41] specifies that the accuracy for resource allocation for pre-synthesis analysis

by Xilinx has a ±15% error. Keeping that in mind, the proposed metric can be scaled by a

Where NLUT is the number of available LUT-s and NLUT-size is the number of inputs in each LUT.
Nmax=175000
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factor of 1.15. As a result, equation 2.1 is modified to

1

1.15
× (NLUT ×NLUT-size)new-target > Nmax (2.2)

However, this will lead to a conservative estimate of the ability of the target being

analyzed, and reduction in cost/performance analysis; see Section IV.C.

2.4.1.2 Cross-verification of the Proposed Metric With HDL Designs

To investigate the validity of the proposed metric without the need to use National

Instruments software tools, two simple digital designs written in Synthesizable Verilog were

considered:

• Square-root finder: This was a successive approximation circuit that calculates the

square root of an 8 bit number.

• 64 bit Arithmetic Logic Unit: This was a 64 bit ALU, with basic arithmetic and logical

operations with two 64 bit inputs and one 128 bit output.

Columns 4 and 7 of Table 2.5, show that the hardware consumption based on the proposed

metric is valid for a single digital design across different FPGA cores. Thus, it can be

concluded that the proposed metric is legitimate, since it holds for completely different

code-generation work-flows with or without the usage of National Instruments’ libraries. It

needs to be noted, that Verilog codes are at a much lower level of abstraction than LabVIEW

VIs, which results in overall much lower hardware consumption.

2.4.1.3 Errors in Different Stages for Physical PMU Implementation

This section analyzes the accuracy of the intermediate reports depicted in Figure 2.4.

More specifically it is of interest to determine the accuracy of the pre-synthesis report as

it takes substantially less time, it will be used by the design metric (2.1). The time taken

by the NI-cloud compile service to complete different stages of synthesis and generate the

report is given in Table 2.2. The NI PMU design was used for the observations.

Where NLUT is the number of available LUT-s and NLUT-size is the number of inputs in each LUT.
Nmax=175000
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Figure 2.5: Comparison of Pre-Synthesis, Synthesis and Post-Map/PnR
Results

From Table 2.2, it is seen that the use of the proposed metric can provide drastic

time savings. This is relevant because one can take decisions based on pre-synthesis results,

instead of running the entire compilation and synthesis job until completion.

In Figure 2.5, the results of pre-synthesis and synthesis stage are summarized with

respect to the actual post place & route results. This Figure is key to understand the need

for the proposed metric. The four groups displayed in this bar graph represents 4 physical

FPGA cores tested in the experiments. However, it can be seen that for the Artix 7 family,

there is no pre-synthesis column, as the compilation procedure for Artix family is entirely

different. For Spartan-3 device, the post-map results are not reported because the synthesis

job failed during synthesis due to lack of hardware resources.

The bar chart of Figure 2.5 shows the percentage LUT consumption, the available

number of LUTs in each FPGA device is taken in percent. For the second bar chart, the

final compilation results (post-map for successful compilations) are taken as the base value.

In general, the LUT-consumption varies slightly between pre-synthesis, synthesis and post-

map, because of the additional optimizations carried out by the Xilinx tools in each stage.

It was observed that, during synthesis, the design is flattened out (resulting into a larger

design), optimized and packed, resulting in a reduction of the hardware consumption of the



28

Table 2.5: Assessment of the Proposed Metric Based on FPGA Emulation
Results For Unknown Hardware

Compact RIO FPGA FPGA LUT LUT A × B BRAM Compilation FPGA Emulation Matched Percentage
Family Device Count(A) Size(B) Count Prediction Results Consumption

cRIO-9030 Kintex 7 XC7K70T 41000 6 244000 24 Success Success Yes 69 %

cRIO-9072 Spartan 3 XC3S1000 17280 4 69120 24 Failure Failure Yes 200 % +

cRIO-9113 Virtex 5 LX-50 28800 6 172800 48 Uncertaina - - 98.9 %

cRIO-9032 Kintex 7 XC7K160T 101400 6 608400 48 Success Success Yes 27.1 %

cRIO-9036 Kintex 7 XC7K70T 41000 6 244000 24 Success Success Yes 69.1 %

cRIO-9035 Kintex 7 XC7K70T 41000 6 244000 24 Success Success Yes 69.1 %

aThis was a marginal case with the design consuming 99 % of the available resources

flattened design. In the case of a failed synthesis, the packing and optimization steps are

skipped and the reported post-synthesis resource allocation is based on the larger flattenned

out design, which is larger than the pre-synthesis resource estimate. This can be observed

for the case of Spartan 3 XCS2000 device. (Column 4, in Figure 2.5)

2.4.2 FPGA Emulation Results

With the actual compilation results from four physical FPGA targets, the metric de-

scribed previously was developed. It was quite successful in predicting if the FPGA targets

were capable of supporting different designs. For further verification, the metric needs to be

tested using a few other FPGA cores. However, it is costly to test the same design on every

other physical hardware.That is why FPGA emulation was used to further test the metric.

Before beginning this verification, it is necessary to determine the accuracy of the FPGA

emulation tool.

Table 2.4 clearly exhibits that FPGA emulation tools were sufficiently accurate in

mimicking the performance of a real FPGA target. In fact, the detailed synthesis results for

FPGA emulation matched perfectly with the synthesis results of the physical FPGA targets,

when the synthesis was run for the same device.

Using the proposed metric it was now possible to predict the prospective synthesis

results for other FPGA targets, for which physical hardware were not available. It can be
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seen from Table 2.5, that in each of the test cases the proposed metric was successful in

determining whether the PMU design can be implemented on the test-FPGA target.

In Table 2.5, the last two rows suggest that, the compilation job, when applied to

the same FPGA hardware across different compact RIO hardwares, produces exactly same

results. In this particular case results, from cRIO 9035 and cRIO 9036 (both of them contain

the same Kintex 70T FPGA) are reported.

2.4.3 FPGA Selection

In this subsection, Xilinx FPGA devices are compared in terms of their cost and

projected resource consumption based on the proposed metric. This set of results is an

example of how this metric can be used in practice for FPGA selection. The graph in Figure

2.6 shows how the cost and projected resource consumption for PMU implementation varies

across various FPGA devices of the same family. This particular test case shows results from

all the devices of Spartan 6 family.
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Figure 2.6: Xilinx Spartan 6 FPGA Family IC’s Variation of Cost and
Hardware Resources

It is to be noted, that the price of only the FPGA IC is reported in this paper. Similar FPGA

ICs are also available, embedded in a development board (manufactured by both Xilinx and
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other third party vendors) with multiple connectivities at significantly higher prices, which

are not reported in this paper.

2.5 Conclusions

In this chapter, the methods for deploying the same PMU design on different FPGA

targets were discussed. That makes the single-design-multiple-target infrastructure easier

to implement. In that process, a metric was developed to predict the FPGA-hardware

requirements for different PMU implementations.

It is clear that, the metric proposed in the current work gives accurate prediction of

the FPGA hardware requirement with satisfactorily lower effort. The experimental results

show that the usage of the metric can drastically reduce the implementation time for FPGA-

based PMU-s, specially in low to medium capacity FPGA targets. In the case of the cRIO

9036, it was predicted using the metric that the PMU can be implemented in the hardware

and it would approximately consume 175000/244000 = 71% of the hardware. Where as,

the experimental results in Table 2.5 shows that the PMU was successfully implemented in

the hardware, and it utilized 69.1% of the hardware. This implies that, if a new function

requiring the FPGA and consuming up to 29% of the resources was added, the target would

be able to support the function. Finally, it can be concluded that the methodology proposed,

provides a systematic way to chose FPGA targets for PMU implementations considering the

tradeoff between cost and hardware resources.



CHAPTER 3

VERIFICATION OF THE FPGA BASED PHASOR

MEASUREMENT UNITS

Chapter 2 described the details of FPGA based Phasor Measurement Unit (PMU) imple-

mentation. This chapter, aims to explore the methodologies to verify and validate such

PMUs. Pre-compliance tests are intended to be used to assess PMUs’ performance during

their design and implementation before sending them for certification or using them for grid

dynamic measurements. Methodologies for pre-compliance testing of PMUs based on the

dynamic requirements of the IEEE C37.118.1-2014 standard are discussed and reported in

recent literature. However, these tests are mostly performed through software simulations

and there are limited test-hardwares available. To address this issue, a simple reconfigurable

hardware prototype is proposed in this chapter. The implementation is carried out using

National Instruments’ Compact RIO family of reconfigurable hardware and it provides a

fast, time-synchronous and efficient way to perform all the compliance tests on the PMU

under investigation.

3.1 Introduction

This section outlines the motivations behind this part of the research, followed by a

brief literature review specific to this chapter and highlights the key contributions of the

research documented in this chapter.

3.1.1 Motivation

The IEEE Std C37.118-2011 and its 2014 update specifies permissible error limits for

PMUs under both normal and dynamic conditions. The standard phasor estimation algo-

rithms are designed to work with perfect time invariant sinusoidal set of waveforms. However,

most of those phasor estimation algorithms are not robust enough to deal with dynamic con-

ditions. Thus, different tolerances are specified by the standard under nominal and dynamic

• Portions of this chapter previously appeared as: P. M. Adhikari, L. Vanfretti, and H. Hooshyar,
“A reconfigurable hardware prototype for pre-compliance testing of phasor measurement units,” in Int.
Conf. Smart Grid Synchronized Meas. & Analytics, College Station, TX, USA, May 2019, pp. 1-6, doi:
10.1109/SGSMA.2019.8784573.
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conditions. According to the 5.5-5.7 subclauses of the standard, the PMU is expected to

perform sufficiently well under certain test conditions. However, it is unrealistic to emulate

these test conditions in the real-life power system. The authors in [42] incorporated these

test-scenarios by feeding a PMU Software model with standard waveform files. We generated

the same test scenarios in a low-voltage hardware prototype and tested two PMU systems

with them. The main motivation of the current work is to provide a test-hardware prototype

which can be programmed and used to test any PMU under certain conditions.

3.1.2 Related Works

Authors in [42] suggested and specified all the tests that needs to be carried out to

characterize the performance of PMUs under both steady-state and various dynamic con-

ditions in pre-compliance testing. These test conditions were provided to a PMU in [42]

through standard waveform files/.csv files. In the current work we propose a hardware pro-

totype which provides similar voltage and current waveforms in real time. Authors in [43]

reported some important results of steady state compliance testing of phasor measurement

units (PMUs) based on a standard industrialized relay-test set. [44] also reports similar

experimental results, using a dedicated test-signal generator. However, these implementa-

tions do not include the dynamic compliance tests. In [45], all the compliance tests were

performed using a Doble 6150 advanced relay test-set. Virtual Instrumentation (VI) based

testing for PMUs were proposed in [46]. However, this work did not cover all the required

pre-compliance tests suggested by [42]. The authors of [46] did elaborate experimental anal-

ysis for only one of the pre-compliance tests. Because, all the testing for PMUs need to be

time-synchronized, time-requirements are crucial for these tests. This was explored by the

authors in [47]. Overall, the literature survey revealed the lack availability for a completely

autonomous and programmable test-suite for testing PMUs.

3.1.3 Highlights of the Chapter

The key research contributions described in this chapter are

• A test-infrastructure is proposed. It uses low-voltage signals to validate the function-

alities of a PMU under test. The test infrastructure is based on National Instruments’

hardware.
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• The test-hardware can be easily controlled by a user from the GUI-based software

designed in LabVIEW.

• A prototype PMU is put under the tests (using our test-suite) and its performance is

analyzed and compared with the others available in literature.

3.1.4 Structure of the Chapter

In section 3.2, a brief review of the PMU compliance tests is presented. In section

3.3, the detailed description of the PMU-testing hardware is given. This section contains

information about both the hardware and the software components of the proposed test-

infrastructure. Special emphasis is given on the hardware components that were used to

acquire the GPS signals. In the software section, the hierarchy of the source code is discussed,

along with the monitoring tools used to oversee and capture the broadcasted PMU data. In

section 3.4, the results of the PMU compliance tests (performed with the proposed test-

hardware) by the PMU under test are reported.

3.2 PMU Pre-Compliance Testing Review

Broadly, there are four different pre-compliance tests as reported by [42], for which test

conditions are briefly reviewed in this section.

• Steady-State test: Balanced three phase voltage of nominal frequency are provided to

the PMU. The computed phasors must be within a specified limit set by the standard.

• Bandwidth test: In this test, sinusoidal amplitude and phase modulation is applied to a

balanced set of three phase voltage and current waveforms. This can be mathematically

expressed as below, whereKx is the amplitude modulation factor, Ka is the phase angle

modulation factor, Xm is the amplitude of the signal, ω is the modulation frequency

and ω0 is the nominal frequency of the system.

X1 = Xm[1 +Kxcos(ωt)] cos(ωot+Kacos(ωt− π)) (3.1)

• Frequency Ramp test: A linear increase in the system frequency is provided. This

increase is applied across all the three phases. Hence the positive sequence component



34

Figure 3.1: PMU Testing Infrastructure Connected With the PMU Under Test

of the system can be expressed mathematically as

X1 = Xmcos(ω0t+ πRf t
2) (3.2)

where Xm is the amplitude of the applied signals, ω0 is the nominal system frequency

and Rf is the ramp rate in Hz/sec.

• Amplitude/Phase Step Increase test: Sudden step change in phase and amplitude are

applied to the signals and the response time, overshoot and delay time is determined in

the PMU measurements. Mathematically the input signal for this test can be expressed

as the following.

X1 = Xm[1 +Kmf1(t)]× cos(ωot+ kaf1(t)) (3.3)

where X1 is the positive sequence component of the signal, Km is the step size in

magnitude of signals, Ka is the step size in the phase of the signals.

3.3 Proposed Testing Infrastructure

Our basic testing infrastructure consists of hardware components and software compo-

nents.
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Figure 3.2: PMU Testing Hardware Connected to the PMU Prototype

3.3.1 Hardware Description

The hardware is built on a National Instruments’ compact RIO 9081 device with a NI-

9263 voltage output module and a NI-9467 GPS acquisition module. The data acquisition

for the GPS module and data transmission for the voltage output module is controlled by

the code running on the Xilinx Spartan 6 FPGA that is the in-built (inside) the compact

RIO 9081 device.

Figure 3.1 shows the hardware and software parts of the test infrastructure along with

a PMU prototype, which is designed and implemented in a compact RIO 9082 device. The

PMU algorithm implemented in the PMU prototype is National Instruments’ proprietary

design for phasor estimation, which is part of their advanced PMU development system [48].

To synchronize the test-hardware with the PMU, the universal GPS time-stamp which can

provide an accurate time-stamp upto 10 ns range, was used. This range was set by the

specifications of the C series module NI-9467. Both cRIOs 9081 and 9082 can access the

GPS signal through the NI-9467 module. (Figure 3.2)

The PMU prototype under test includes a current input module NI-9227, a voltage

input module NI-9225 and a GPS acquisition module NI-9467. The voltage input module is

connected to the output of the test-hardware made with the compact RIO 9081. The output
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Table 3.1: Specifications of the PMU Testing Hardware and PMU Under Test

Hardware Voltage Current Time
Rating Rating Accuracy

PMU Tester 0-10V 0-10mA RMS up to 10ns
(Output) (Output)

PMU Prototype 0-200V 0-5A RMS up to 10ns
(Input) (Input)

of the test-hardware is connected to a simple start-connected RC load. The NI-9227 current

input module is used to sense the phase current in this load, which is processed by the PMU

to compute current estimates.

Figure 3.2 shows the compact RIO-based test-hardware connected to the compact RIO-

based PMU prototype. Both of the compact RIO devices are receiving GPS signals from

antennas via NI-9467 modules and attenuators. A three phased configurable voltage supply

is configured using the NI-9263 module. On the bread-board a balanced 3 phase load is

implemented using standard resistors and capacitors. For each phase a resistor of 1kΩ and

a capacitor 10µF was connected in series. The currents are measured from this load via the

NI-9227 module by the compact RIO based PMU prototype.

The current and voltage specifications of the proposed test infrastructure and the

designed PMU prototype under test are tabulated below. The voltage and current limits

stated in columns 2 and 3 clearly exhibit that the PMU tester voltage and current limits are

well within the that of the PMU prototype.

It can be seen from Figure 3.1 that a GPS antenna is used to provide timing information

to both the PMU test hardware and the PMU under test. This connection requires a set of

specific hardware as shown in Figure 3.3.

Connection Specifications for GPS Signal Acquisitions

In the current setup, a SEL 9524 GPS/GNSS antenna was used to obtain GPS signals.

The antenna was connected to an RMS 116 GPS splitter since more than one GPS output

are needed. To ensure that the GPS signal level from the RMS 116, is within the range of

the NI-9467’s input range, a DC Blocker and an attenuator were added to the connectors.

All the connections were made with high quality LMR 400 cables.

A simple connection diagram for GPS signal acquisition system used in the lab is shown
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in Figure 3.3.

3.3.2 Software Description

Figure 3.4 shows the detailed structure in which the test-hardware is programmed.

Two programs run simultaneously on the compact RIO and they interact with each other.

One of them runs on the FPGA and takes care of the GPS time-stamp acquisition and

voltage signal transmission to the NI-9263 voltage output module. The host-side software

VIs are used to generate those voltage signals. It can be seen that, we have four different

codes for four different compliance tests discussed in the previous section.

Each of the four tests are controlled from their own graphical user interfaces (GUI).

One such GUI is shown below in Figure 3.5. It can be observed that, it has the necessary

controls to enable or disable the applied function. Also, it can be used to control the input

magnitude of the applied voltages to the PMU. As mentioned before the upper limit for this

applied voltage is only up to 10V restricted by the ratings of NI-9263 voltage output module

(Table 3.1). Any modification from this end, should be visible in the waveform window

present in the GUI instantaneously.

The PMU readings are broadcasted via the laboratory’s managed TCP/IP network,

and are available to be monitored by any client connected to the network. In this particular

experiments, the Smart Grid Synchrophasor Software Development (S3DK) ToolKit [49] was

used to monitor the PMU measurements from remote end.

Figure 3.3: Connection Diagram for GPS Signal Acquisition
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Figure 3.4: Organization of the Testing Software in LabVIEW Including the
Real-time and FPGA Dependencies

Figure 3.5: Sample GUI to Control/Modulate a Compliance Test
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Figure 3.6: PMU Compliance Test Results for the PMU Under Steady-state
Test Using the Proposed PMU-testing Hardware (Left) Total
Vector Error (TVE), (Right) Frequency Error (FE)

3.4 Results

The performance of a PMU is quantified by two metrics in IEEE C37.118 standard.

Those are (a) Total Vector Error (TVE) and (b) Frequency Error (FE). For a given complex

variable, X(n) the TVE is given by the following mathematical expression

TV E =

√
(XReM (n)−XRe(n))2 + (XImM

(n)−XIm(n))2

(XRe(n) +XIm(n))2
(3.4)

where the variables XReM and XImM
denotes the real and imaginary part of that complex

variable as measured by the PMU.

Another important metric to characterize a PMU’s performance is FE, which can be

computed by the following expression

FE = |fMeasurement − fActual| (3.5)

3.4.1 Steady State Test

Ideally, the PMU under test should pass all the compliance tests. However, in reality,

it has been reported that, in most cases (e.g. in [42], [45], [50]) PMUs fail to pass some of the
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Figure 3.7: PMU Compliance Test Results for Magnitude (0.1 pu) and Phase
(10o) Step-Change: (Left) Total Vector Error (TVE), (Right)
Frequency Error (FE)

dynamic compliance tests. The steady state compliance tests are successful for all PMU-s.

In this section, the steady state compliance tests are first reported followed by, the results

from dynamic performance testing.

Figure 3.6 shows the Total Vector Error (TVE) and Frequency Error (FE) under steady

state operation of the PMU under test. Since, this PMU is based on National Instruments’

Advanced PMU Development System, it is expected to work satisfactorily at least in steady

state. Figure 3.6 also shows that the performance of the PMU is well within the compliance

limits expected in steady state. In fact, the errors were observed to be within half of the

maximum permissible error limits at all times.

3.4.2 Step Change in Magnitude and Phase

The experiment for step change, was performed by applying 10o step change in phase,

and a 0.1 pu change in magnitude. The changes were applied in all the phases at the same

side from the GUI. The data reporting rate was set at 50 samples per second. It can be

clearly investigated from Figure 3.7, that the quality of performance of the PMU deteriorates

when compared to the steady state tests. However, the error of the TVE and FE are still

within the specified range of IEEE C37.118 standard.
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Figure 3.8: PMU Compliance Test Results for Voltage and Frequency
Modulation Test: (Left) Total Vector Error (TVE), (Right)
Frequency Error (FE)

3.4.3 Bandwidth Test

For the bandwidth test, the modulation factor for both the phase angle and the mag-

nitude are chosen to be 0.1. Figure 3.8 shows that there are very few samples during the

beginning of the modulation, where the PMU performance is not sufficient to pass the com-

pliance tests. However, the overall performance during the modulations seems satisfactory.

In fact, during some test runs, the PMU under test manages to perform satisfactorily. The

root cause of for this behavior merits further investigation.

3.4.4 Frequency Ramp Test

As shown in Figure 3.9, the PMU under test failed in the frequency ramp test. A

1 Hz/sec frequency ramp was applied to the signal. The range was from 48-55 Hz. The

observed FE was more than 0.2 Hz, which is way above the certified limit (0.05) of Frequency

Error set by IEEE C37.118 standard.

However, it must be noted that frequency ramp test is the most challenging test from

the point of view of the PMU. Most of the literature existing in this domain reported a failed
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Figure 3.9: Frequency Error (FE) of the PMU Under Test During Frequency
Ramp Test

frequency test.

Table 3.2 shows that this is not uncommon. In fact it can be further seen that, the

PMU models in [42] and [45] also perform in a similar range as the PMU prototype tested

in the experiments in this paper.

3.5 Conclusions

The experimental results in this chapter show that the PMU under test performs

satisfactorily in steady state condition, and performs reasonably well under all dynamic

conditions except the frequency ramp test. Even though the frequency ramp test failed

for the PMU, it is clearly a limitation in the PMU technology and product of the test-

infrastructure. The proposed contribution of the current work was to provide a user friendly

test-infrastructure, which would be able to evaluate the performance quality of a PMU under

test. The presented experimental results clearly show that the test-hardware for testing PMU

functionalities can be used for PMU pre-compliance testing with confidence. One of the

advantages of the testing infrastructure proposed is that it is completely configurable from

the software side. This makes it a very attractive solution for testing PMUs in laboratory

environment during their development process.
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Table 3.2: PMU FE Performances During Frequency Ramp Test Available in
the Literature

PMU Testing Test Max
Under test Hardware Verdict Error

PMU A as Freja 300 Fail 0.015
in [50] Relay Set

PMU B as Freja 300 Fail 0.006
in [50] Relay Set

PMU C as Freja 300 Fail 0.022
in [50] Relay Set
PMU Waveform Files Fail 0.153

from [42]
PMU Prototype on cRIO PMU Testing Hardware Fail 0.22

based on NI proposed in this paper
PMU A as Doble 6150 Fail 0.35
in [45] Relay Set Signals

PMU B as Doble 6150 Fail 0.44
in [45] Relay Set Signals

PMU C as Doble 6150 Fail 0.08
in [45] Relay Set Signals



CHAPTER 4

REAL TIME SIMULATION OF POWER SYSTEM

COMPONENTS

Real-time simulators are essential tools for the research of new cyber physical power system

applications, specially in the development and testing of smart grid functionalities. Like in

many other fields of research, one of the major challenges when using simulation is that of

reproducibility of results. This problem becomes even more complex for the case of real time

simulation when different simulation targets (i.e. hardware platforms) are considered. In

this chapter, comparisons between two simulators with different hardware architectures are

presented. The targets compared are Opal-RT real time simulators with Intel Xeon quad-core

processors and Kintex 7 FPGAs, and the Typhoon HIL 603 simulator with a combination of

ARM R-class processors and Xilinx Virtex 6 FPGAs. For this comparison, standard power

system components were implemented in these two environments, and simulation results from

test models were compared. This chapter reports the discrepancies and similarities between

the results obtained using the two platforms, and proposes a practical approach to reduce

the differences found between results from both platforms. The work herein discusses on the

need for the use of open standards for model exchange suitable for real time simulation.

4.1 Introduction

4.1.1 Motivation

The increase in sensor-data and the need of networking of Information and Communi-

cation Technologies (ICT) to support ‘smart grid’ functionalities is transforming power grids

into Cyber Physical Systems (CPS). In conventional power system modeling, the grid is rep-

resented as a time varying continuous system, updating its state continuously according to

physical laws ; while ICT systems follow rules of algorithms that are modeled with different

formalisms, such as discrete equation systems, state machines, etc. The major challenge in

• Portions of this chapter previously appeared as: B. Azimian, P. M. Adhikari, L. Vanfretti, and H.
Hooshyar, “Cross-platform comparison of standard power system components used in real time simulation,”
7th Workshop on Model. & Simul. Cyber-Physical Energy Syst., Montreal, QC, Canada, Apr. 2019, pp. 1-6,
doi: 10.1109/MSCPES.2019.8738789.

44
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the integration of models of ICT systems with those of the power grid, typically addressed

through co-simulation, as illustrated in [51] and [52]. A complementary approach is the use

of real time Hardware-In-the-Loop (HIL) simulation, where real-time simulators are used to

model the behavior of an actual power system so to test ’real world’ devices or an entire

ICT system in HIL configuration. While the HIL approach is difficult to scale, it provides an

essential tool for development, testing, and validation of ‘smart grid’ functionalities. In such

case, the development of one of such functionalities is intrinsically dependent on a specific

real time simulator, which opens the question: will the functionality perform consistently if

tested with a different real time simulator?

In typical digital real time simulators used for simulating power grid, the simulation

executes in discrete time with a fixed step, while time moves forward an equal amount in

’wall-clock’. In order to achieve this, the simulator needs to solve the model equations for

that fixed time-step, acquire external inputs, and send outputs to the hardware-in-the-loop

within the same amount of time as in real life. Thus, the performance of the simulator

depends on many factors including the hardware architecture, numerical technique used,

and solver parameters (e.g. step size), to name a few. Studying the effect of different

numerical techniques and step size can be carried out using a single real time simulator

hardware, examples of such experiments are carried out in [53] and [54]. This chapter,

instead, apprises simulation results from two different hardware platforms and proposes

possible design modifications on the model software side to obtain similar simulation results

across these two different hardware architectures.

4.1.2 Related Works

Cross-platform comparisons have been carried out in other domains of electrical en-

gineering. In the communication and networking domains, an extensive study comparing

various network simulators was reported in [55], where the authors compared the perfor-

mance of various network simulators including ns-2, ns-3, OMNet++, SimPy, and JiST. In

the area of Magnetics, a similar survey was reported in [56], where the Rhombic Wire Sim-

ulator and the Harvard EMP Simulator were compared and analyzed. Meanwhile, only a

limited number of published studies comparing real time simulators in the domain of power

engineering have been carried out [57],[58], to the best of authors’ knowledge. Although

there are no cross platform analysis published, substantial work has been done on both the
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platforms (Opal-RT and Typhoon HIL) individually, by both vendors and users .

4.1.3 Highlights of the Chapter

• The current work provides a comparative analysis of how the two different real time

simulators perform while simulating similar models and analysis scenarios. For an

extensive comparison, basic power system component models (blocks) like synchronous

machines, transformers, governors, induction machines and simple loads are considered

in this work. All these blocks were implemented simultaneously in both Opal-RT

5030/4520 and Typhoon HIL 603. The blocks are subjected to identical simulation

scenarios and their responses were recorded and compared.

• Having verified the individual component models, they were used to construct identical

power systems in the two different platforms and the response of those systems were

recorded and compared.

• Additionally, some possible measures are proposed to minimize mismatches observed

between the simulation results of the two simulators.

4.2 Review of the Simulation Platforms

In this section the basic architecture of the two representative real time simulation

platforms are reviewed

4.2.1 Opal-RT 5030/4520 Real Time Simulator System

Opal-RT real-time simulator consists of 32 cores intel Xeon quad-core series processor

(housed in OP-5030/4520) and an array of 7 series Kintex FPGAs providing computational

and I/O capabilities (housed in OP-4520), respectively. Connectivity is supported with

high speed fiber optical cables with a maximum transmission capability of 5MBit/sec. The

schematics are designed using standard MATLAB/Simulink libraries and additional simulink

libraries are provided by Opal-RT that enable model compilation and execution on the CPU

cores and the FPGAs inside the OPAL hardware. In principle it is possible to simulate

systems with a minimum time step of 250 ns in this architecture.

There are studies comparing real time simulation tools with offline simulation tools like PSSE and RTDS
[59], however, this is out of the scope and interest of this research.



47

Table 4.1: Internal Parameters for Power System Components

(a) Synchronous Generator Parameters

D Axis Reactances Xd = 2.2 X ′
d = 0.3 X ′′

d = 0.2
Q Axis Reactances Xq = 2 X ′

q = 0.4 X ′′
q = 0.2

Stator Resistance Rs = 0.003
Inertia Coefficient H = 2
Leakage Reactance Xl = 0.15

(b) Induction Machine Parameters

Stator Side Resistance Rs = 0.029Ω
Rotor Side Inductance Rr = 0.029Ω
Stator Side Inductance Ls = 0.39965mH
Rotor Side Inductance Lr = 0.39965mH
Mutual Inductance Lm = 0.0346H

4.2.2 Typhoon HIL 603 Real Time Simulator

Typhoon HIL 603 Real Time Simulator consists both Xilinx 6 series Virtex FPGAs and

ARM R-class Processors. The communication links are standard ethernet, and this system

is capable of simulating systems reliably with a minimum time step of 1us.

4.3 Test Cases

In order to compare the two different real time simulators, different basic blocks used

for power system simulation were considered. In this chapter, simple system models are

designed to test an individual component, including synchronous generator, transformer,

governor, induction machines and loads. These ’unit-test’ models were implemented in the

two different platforms and their performances are compared. This part of the work is

hereinafter referred to as unit-testing. After the successful unit testing, two power system

models consisting of those tested units were simulated in the two platforms. These power

system models are referred to hereinafter as Microsystem and Microgrid.

4.3.1 Components for Unit Testing

4.3.1.1 Unit 1: Synchronous Generator

A 3 phase, 50MW, 20kV synchronous generator was implemented in both Opal-RT/

Simulink and Typhoon HIL Schematic. The parameters of that generator are given in table

4.1a below.

4.3.1.2 Unit 2: Transformer

A 3 phase 100 MVA Y-Y 20kV-230kV transformer with both primary and secondary

resistance of 0.002 pu and inductance of 0.08 pu was tested in both the real time simulation

platforms.
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Figure 4.1: Simplified Governor Model Implemented Using Typhoon HIL
Schematic Editor

4.3.1.3 Unit 3: Induction Motor

A 3 phase 480V (line to line), 200 kW Induction motor was considered. The parameters

of this induction motor are given in Table 4.1b.

4.3.1.4 Unit 4: Governor

For this block, the default single mass Tandem compound turbine governor system in

the Simulink library was considered. To reduce complexity, all the turbine time constants

except T1 were set to zero, and the turbine torque fractions F3 to F5 were set to zero. The

speed-and-govern system consists of a proportional regulator, speed relay and a servo motor

controlling the gate opening. The associated turbine has a maximum of four stages, while

each of them can be individually modeled as a first order transfer function. The detailed

modeling of this block can be found in [60]. The simplified model that was used in this work

is shown in Figure 4.1.

4.3.1.5 Unit 5: Load

A simple constant impedance balanced 3 phase star connected load was implemented

in both the simulators . Each phase has a resistance of 1 Ω and inductance of 1 mH.

4.3.2 Description of the Microsystem

The microsystem consists of a few of the unit-test models that were already imple-

mented and tested in 4.3.1. It is shown in Figure 4.2, that a synchronous generator (Unit

1) is followed by a step up transformer (Unit 2). The HV side of the transformer is floating,

while the generator is operating at rated conditions. At time t, a star connected balanced
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load (Unit 5) is switched on across the HV side of the transformer. The generator is speed-

controlled by the simple governor, that was modeled as described in the previous section.

The transient behavior of the system during the switching of the load is analysed in the

sequel.

4.3.3 Description of the Microgrid

This models consists of an 18 bus distribution network as shown in Figure 4.3. The

induction motor used in this system is parameterized as the one used in unit-testing and is

connected at bus 13.

4.4 Simulation Results

It is to be noted, that for all the unit-tests and the microsystem, the authors simu-

lated the Opal-RT models (which are also used in Opal-RT) as the reference and tried to

recreate those simulation results in the Typhoon HIL platform. For the microgrid example,

however, the Typhoon HIL model was taken as a reference, and an identical system was

modelled in Opal-RT to recreate the simulation results obtained from Typhoon HIL. The

simulation specifications are mentioned in table 4.2 below. In order to compare both simu-

Figure 4.2: Schematic of the Micro-system Developed in the Typhoon HIL
Schematic Environment
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Figure 4.3: Schematic of the Microgrid Developed in Typhoon HIL Schematic
Environment (the Red Box Outlines the Induction Motor Model
Described in Section 4.3.1)

Table 4.2: Simulation Settings

RT Simulator Typhoon HIL Opal-RT

Solver Trapezoidal Trapezoidal
Simulation Step Size 2 us 2 us

lators fairly, the same discritization methods and simulation step sizes are chosen across the

two simulators.

4.4.1 Unit Tests: Simulation Results

• Load: The load as described before, was connected to a fixed balanced 60 Hz, 480V

three phase supply voltage, and the active and reactive powers consumed by the load

is observed in the two different platforms, for different step-sizes. Observe that the two

platforms present a small deviation from the theoretical results.
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Figure 4.4: Step Response of the Modeled Governor

• Governor: The simplified mass-tandem governor is modeled in Typhoon HIL and its

step response is compared to that with the step response of the model implemented in

Opal-RT . Figure 4.4 shows that the responses match with negligible error and hence,

the mass-tandem governor implementations are homogeneous in their responses.

• Transformer: The modeled transformer is subjected to its rated primary side voltage

and the secondary side voltage is recorded for both simulation platforms. Figure 4.5

shows that the secondary voltage of the transformer model is the same in the two

platforms.

• Induction Motor: The transient response for the induction motor is plotted in Figure

4.6. Both Opal-RT and Typhoon HIL results are shown in the same plot for com-

parison. It can be seen that the OPAL-RT does not undergo a oscillation as shown

by the Typhoon model. In addition, the initial overshoot for OPAL-RT is lower. A

Table 4.3: Simulation Results for Model Load

Step Typhoon HIL Opal-RT Theoretical
P(W) Q(VAr) P(W) Q(VAr) P(W) Q(VAr)

4us 201771 76087 201686 76012 201729 76050
2us 201749 76068 201708 76031 201729 76050
1us 201739 76059 201718 76040 201729 76050
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Figure 4.5: Response of the Transformer Model While Subjected to Rated
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Figure 4.6: Transient Response of the Motor

subtle difference can be seen in transient response as well as the steady state value

of active power consumption of the motor. These observations, however, are consis-

tent with the results seen in the cross platform transient simulation of Microsystem

in the next section. A corrective measure is proposed here in order to adjust the pa-

rameters in the OPAL-RT model in order to minimize the differences between both

simulation platforms. The “parameter estimation tool” (PET) in MATLAB/Simulink

is used. The motor behavior in Typhoon can be captured and imported to PET as a

reference signal. PET adjusts and optimizes the motor parameters of Opal-RT model
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to produce a similar response to the reference signal from Typhoon. The parameter

calibration results are shown in Figure 4.7. From this analysis it can be concluded that

modifying the snubber resistance helps reducing mismatches between the two real-time

simulators.

4.4.2 Simulation Results for the Microsystem

A load switching scenario is now used to assess the overall power system model assembly

and simulation results. The ratings of the transformer, and the synchronous generator

selected are those mentioned in the section 4.3. The load in section 4.3 is parameterized to

represent a simpler three phase resistive load, so as to only consume active power. In Figure

4.4, at time t= 6s, a balanced resistive load of 35 MW is switched on. The resulting output

of the synchronous generator is expected to decrease, as there is no feedback controller to

maintain the speed in this simulation scenario. With these results, the outputs from both

the platforms were investigated. Both simulators provided almost identical steady state

response, but the transient responses were different. This is shown in Figure 4.8.

It is to be noted that the hardware architecture of Typhoon HIL is significantly different

from that of the Opal-RT environment. The signal processing, measurement and monitoring

blocks of the Typhoon HIL schematic runs with a time step of Ts, where as the FPGA based

circuit solver runs on the FPGA cores with a step size of Texec. In order to run the entire

Figure 4.7: PET Parameter Estimation Results for J=Motor Intertia,
Lls=Stator Inductance, Rs=Stator Resistance, Rsnub=Snubber
Resistance
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Figure 4.8: Transient Responses of the Generator in the Micro-System

system with a universal step size, multiple rate transition blocks were introduced in the

schematic. Even after that, the transient responses of the two simulation results remained

different.

4.4.3 Simulation Results for the Microgrid

Table 4.4: Results From Individual Buses of the Microgrid

P(MW) Q (MVAR) P (MW) Q (MVAR)
Injected Power 4.16 1.79 4.13 1.82

Bus Number Voltage Angle Voltage Angle
5 474.5 -30.42 473.87 -30.67
8 13753.13 -0.12 13753.14 -0.91
12 465.84 -61.75 466.12 -61.78
16 13793.07 -0.02 13785.16 0.02

Opal-RT Typhoon HIL

Steady state analysis was carried out to investigate the differences for this system.

The total active and reactive power injected from the main grid; voltages and angles at some

buses are compared based on the “equilibrium” solution (i.e. when the simulation reaches a

new steady state). These results are presented in table 4.4. Both platforms have to decouple

the distribution network into sub circuits to be able to solve the differential equations of this

system. In Typhoon HIL transformer-based decoupling (called coupling core) is used while

in some cases small snubbers are used to improve numerical stability. OPAL-RT uses the
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state-space nodal solver (SSN) method for decoupling. The SSN method avoids numerical

problems and gives more realistic results without the need of snubbers. [61] Five coupling

cores and SSN blocks are used in Opal-RT, to divide the whole system into 6 sub circuits in

both platforms. To match the behavior of the Typhoon model, snubbers are added to the

model in Opal-RT based on similar analysis (PET) as explained for the induction machine

earlier.

4.5 Discussions

Reproducibility of real time simulations across different platforms, using disparate

software and hardware architectures, is a major challenge as illustrated in the experiments

above. In these studies the major issues faced by the authors were:

• Modelling Coverage: It was observed that, certain Opal-RT blocks (e.g. governor) were

missing in the Typhoon HIL Schematic library. Hence the user is required to create

custom models in the Typhoon HIL environment which will be able to replicate the

performance of those in other environments.

• Indiscriminate Simulation: Typhoon HIL provides the option to simulate using a solver

called ’exact’ method. On the other hand Opal-RT has multiple available methods

to simulate a system, while none of them are as accurate as the ’exact’ settings in

Typhoon. The only option for fair comparison was to use the less accurate ’trapezoidal’

methods in both platforms.

• Architecture Differences: The architecture of the Typhoon HIL uses two very different

step sizes for simulation (Ts and Texec). This requires to use additional rate transi-

tion blocks in Opal-RT. In practice, this makes it impossible to create two identical

simulation conditions in the two different simulators.

4.6 Conclusions

This work is the first step towards ’homogeneous’ modeling of power system compo-

nents across different real-time platforms. The experiments reported in this work show how

model portability and model exchange standards being adopted in other engineering fields,
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such as the Modelica language [62] and the Functional Mock-Up Interface [63], would be de-

sirable for power systems simulation in general [64], but even more in real-time hardware-in-

the-loop simulation to minimize modeling uncertainties. Currently, there are only two power

system domain-specific tools that support the FMI standards, namely, Opal-RT’s ePhasor-

Sim [65] (only providing support for positive sequence models as a ‘master’ co-simulator

solver) and EMTP-RV [66]. As described in [63] model exchange faces tremendous chal-

lenges in conventional power systems tools used in off-line analysis, and thus, this chapter

aims to build the body of evidence documenting challenges with model portability for real

time simulation where Modelica and the FMI standards can play a major role.

Because, only one type of solver was tested. with a single reasonable step size in all the

experiments, it calls for a future exploration of the performance comparison with varying

step size, and with different solvers. It is also noted that, in the presented experiments,

none of the RT models are interacting with any physical hardware from the external world.

Experiments with RT models interacting with real life external hardware are essential for

further advancements in the area of cross-platform homogeneous modeling of power system

components.



CHAPTER 5

ADVANCED COMPONENT MODELING: PHOTOVOLTAIC

CELLS AND ARRAYS

The previous chapter illustrated the implementation of fundamental components for power

system simulation, across different real-time simulators. This chapter, explores such cross-

platform implementation for a more complicated power system component- PV array.

The increase of solar power generation in the last decade makes reliance on this energy

source of great importance, and highlights the need of studying photo-voltaic (PV) cells and

modeling their behaviors. Consequently, efficient and accurate mathematical modeling and

simulation of PV cells have become very important for different studies, e.g. their use in

microgrids and as distributed energy resources in the grid. This chapter reports a custom,

homogeneous, cross-platform, real-time simulation model for PV cells, modules & arrays; and

characterizes their performances when compared to other existing models. Once the model

was successfully verified, its performance was analyzed in two different real-time hardware

architectures: (i) OPAL RT OP5030/4520 and (ii) Typhoon HIL 603.

5.1 Introduction

5.1.1 Motivation

Solar power generation is gaining relevance every year as one of the fastest growing

sources of renewable energy. Solar (photo-voltaic) power generation is environment friendly,

cost-efficient and ideal for distributed generation technologies. Photo-voltaic (PV) power

generation is dependent on PV cells, which convert the radiant energy received from sunlight

into electrical energy. However, an individual PV cell is too small for practical applications,

which leads to the concept of PV modules and PV arrays. Multiple PV cells are connected

in series or parallel connections to create a PV module, which meets required output voltage

and current specifications. Multiple PV modules are then combined in parallel or series

to make a PV array. The behavior of PV arrays or PV modules are highly non-linear in

• Portions of this chapter previously appeared as: X. Jia, P. M. Adhikari, and L. Vanfretti,
“Real-time simulation models for photovoltaic cells and arrays in Opal-RT and Typhoon-HIL,” in
IEEE Power & Energy Soc. General Meeting, Montreal, QC, Canada, Aug. 2020, pp. 1-5, doi:
10.1109/PESGM41954.2020.9282171.
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nature, and require analysis in order to derive a viable mathematical model which can be

used for simulations. These mathematical models are also useful to design, manufacture and

test power-converters which will be used to convert the DC power obtained from PV arrays

into AC power. From the utility stand point, modelling of PV arrays are of paramount

importance because they are used to study and assess power system planning and operating

impacts in any system containing PV generation.

The time-critical nature of electrical power systems, calls for simulation models which

are not only accurate but also efficient for real-time simulation. Real-time simulations and

Hardware-in-the-Loop simulations are critically important when testing control and protec-

tion systems related to PV systems. However, a major challenge arises when dealing with

different real-time simulators that have different hardware architectures and different mod-

eling libraries. Hence, any proposed model for PV arrays, needs to be tested on different

real-time simulators to ensure its cross-platform compatibility and result homogeneity.

5.1.2 Related Works

Authors of [67] introduced and discussed the single-diode equivalent circuit model to

represent a PV cell. That model had been modified and enhanced in [68]-[71]. Authors in

[68], [69], [71] reported an accurate methodology to determine the parameters of the single-

diode equivalent circuit of a PV cell. In [70], the single-diode model was extended to be

used to represent PV panels made with amorphous silicon technology. While other, more

complicated models, had been proposed by different authors, the simple representation of

the single-diode model is still appealing and sufficiently accurate as reported in [72].

The simplicity of the single-diode representation makes it suitable for real-time simula-

tion. Authors in [73] incorporated the single-diode PV model coupled with a fully functional

inverter and controller into a real-time power-system model, along with detailed results for

EMT-like real-time simulations using the Opal-RT hardware. In addition MathWorks has a

very detailed PV model [74] that uses an improved version of single-diode representation of

PV cells. This model is suitable for off-line simulations and was used as a benchmark for the

work in this part of the work. Note that, this benchmark model cannot be modified, it is

a “black-box” with limited documentation and limited access. The proposed model in this

chapter aims to address this limitation, so to facilitate real-time simulation.

Because, reproducibility of results is a critical issue in power systems research, it was
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important to extend this study to other real-time simulation hardwares apart from Opal-

RT. In this work, the Typhoon HIL platform provided an excellent opportunity for this

study.This chapter reports that, even though the hardware architectures of these two real-

time simulators are significantly different, their simulation results can be made similar if

adequate care is taken during model implementation. Hence, to test that hypothesis further,

the proposed PV model in this chapter was implemented in both Opal RT (OP 5030/4520)

and Typhoon HIL (HIL 603) real-time simulators separately and their performances were

analyzed.

5.1.3 Highlights of the Chapter

• A simple model is proposed to represent a PV system in real-time simulation environ-

ments. The accuracy and performance of this model (in Opal-RT real-time simulator)

is compared with the PV model from MathWorks.

• The proposed model was re-implemented and migrated to Typhoon HIL 603 hardware-

infrastructure. The real-time simulation results in this new platform are compared with

those obtained using the Opal-RT real-time simulators.

• Comparisons between the proposed model and the existing model from the MathWorks

in terms of hardware usage and efficiency are presented.

• The models are made available as open source software in the GitHub repository :

github.com/alsetlab

5.2 Theory

5.2.1 Review of the Real-time Hardware Platforms

The Opal-RT Real Time Simulator was used to simulate the proposed PV system

in real-time. The hardware consists of 32 cores of Intel Xeon quad-core series processors

and a 7 series Xilix Kintex FPGA which provides I/O capabilities. The high speed optical

fibre cables are able to support upto a speed of 5 MBit/sec. The standard Simulink (along

with some additional libraries provided by Opal-RT) environment were used to design the

proposed PV system model.

The Typhoon HIL 603 Real Time Simulator has Xilinx’s Virtex 6 series FPGAs and

ARM R-class Processors. The communication links used are standard Ethernet, and this
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hardware is capable of reliable simulations upto a minimum time-step of 1us. Typhoon has

its own HIL Schematic model design environment which was used to design the PV system

shown in Figure 5.2.

Figure 5.1: Single Diode Model to Represent a PV Cell

5.2.2 Description of the Proposed Model

The PV array model is constructed by series-parallel connection of multiple PV modules

and each of these PV modules contains the same number of PV cells. A single PV cell is

represented by the single-diode model shown in Figure 5.1.

In this model, Iph is the photoelectric current, ID is the diode current and I0 is the

dark current. Additionally, the series resistance Rs is used to model the losses due to poor

conductivity in the solar cell, and Vt represents the thermal voltage. Using the method

described in [73], if a short circuit is applied, then the resultant photoelectric current Iph, is

defined as the short circuit current Isc.

If an input voltage V is applied to the PV cell, the output current I is given by

I = Iph − ID = Iph − I0 × e
V +IRs

Vt (5.1)

Hence, the parameters of interest are Isc, I0, V , Vt and Rs. While these variables are known,

it is possible to compute the output current of a single PV cell, and together with with the

knowledge of the series parallel configuration of the PV array, they can be used to compute

the output current of the system, as shown in eqn (5.1).
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Parameter Pre-computation

Figure 5.2: Block-Diagram Containing Different Components of the Model of
the PV Cell

Algorithm 1 Calculation of Iarray and Varray

Require: n ≥ 0 ∨ x ̸= 0
Require: Isc, Vt, Ns, Rs, Io, VDC

Require: Define:
f(In) = In − Isc + Io × ((exp(VDC/Ns + In ×Rs)/Vt)− 1)

Ensure: Istart = 0, e = 10−3, L = 0
while L ̸= 1 do
if n = 0 then
In = Istart

else
n++
In = In−1 − f(In−1)/f

′(In−1)
en = In − In−1

if | en |≤ e then
Iarray ← In
L = 1

end if
end if
Varray ← VDC/Ns

end while

Once, the output current of the PV cell is computed, and based on the series-parallel

configuration the PV system, the output current of the entire PV array can be calculated
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as detailed in Algorithm 1. The variable e is introduced inside the algorithm to ensure that

the solution has converged.

5.2.2.1 Thermal Voltage (Vt) Computation

To compute the magnitude of thermal voltage Vt of the PV array, the first step is

to calculate the magnitude of the thermal voltage of a single PV cell. The mathematical

expression to derive the thermal voltage of a single PV cell is given by:

Vtcell =
AkT

q
(5.2)

where, A is the diode quality factor, k is the Boltzmann’s constant, q is the charge of an

electron and T is the temperature in Kelvin. For simplicity, the diode quality factor is often

assumed to be 1. Additionally, it is assumed that there are Ncell of PV cells in each PV

module. The output thermal voltage Vt of PV array is given by:

Vt = Vtmodule
×Ns = Vtcell ×Ncell ×Ns (5.3)

where Ns is number of series-connected PV module in each string.

5.2.2.2 Series Resistance (Rs) Computation

The series resistance for individual PV modules can be mathematically formulated as:

Rsmodule
=

Vtmodule
ln(1− Impp

IscSTC
) + VOCSTC

− Vmpp

Impp

(5.4)

where IscSTC
and VocSTC

are the short circuit current and open circuit voltage under standard

time condition (STC), Impp and Vmpp are the current and voltage at maximum power point,

respectively. The series resistance of the PV array is further computed from here, according

to the following relationship where Np is the number of parallel connected PV module strings:

Rs = Rsmodule
× Ns

Np

(5.5)
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5.2.2.3 Open-circuit Voltage (Voc) Computation

This subsystem computes the effect of temperature on the open circuit voltage of the

PV module. The procedure is described in [74]. It estimates the open circuit voltage Voc at

temperature T when the open circuit voltage at STC (VOCSTC
) is known. The mathematical

relationship that estimates the opne circuit voltage is given by

VocT = VocSTC
+ VocSTC

× βVoc(T − 25) (5.6)

where T is the input operating temperature for the PV array.

5.2.2.4 Short-circuit Current (Isc) Computation

This subsystem computes the effect of temperature on the short circuit current of the

PV module. The procedure is described in [74]. It estimates the open circuit voltage Isc at

temperature T when the open circuit voltage at STC (ISCSTC
) is known. The mathematical

relationship that estimates the open circuit voltage is given by

IscT = IscSTC
+ IocSTC

× αIsc(T − 25) (5.7)

IscT is further modified to take into account the effect of irradiation to compute the

actual short circuit current of the PV module Iscmodule
, as follows:

Iscmodule
= IscT ×

E

1000
(5.8)

Finally, the short circuit current of the PV array is finally estimated as

Isc = Iscmodule
×Np (5.9)

5.2.2.5 Dark Current (Io) Computation

The Dark Current computation as reported in [73] and is represented by the following

mathematical relationship:

Io = Np ×
Iscmodule

e
VocSTC
Vtmodule

(5.10)

With all the computations above completed, Isc, Io, Vt and Rs are fed to a Newton-

Raphson algorithm to solve eqn (5.1) , which gives the values of Varray and Iarray. In the
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Figure 5.3: Comparison of V-I Characteristics for the Existing PV Models

Opal-RT platform it was implemented using a MATLAB script, where as in Typhoon-HIL

platform the implementation was based on Typhoon’s advanced C functionality support.

5.3 Results

5.3.1 Verification of the Proposed Model in Opal RT

The model reported in [74] was taken as the benchmark model, and the proposed model

in the current work makes the enhancements discussed next.

The following enhancements to the model proposed in [73] are proposed in this work

to make its behavior similar to that that of [74]

• The computation of the thermal voltage Vt is improved by introducing the Ncell variable

as described in section 5.1.2. Change in thermal voltage results in a change in the dark

current Io computation as well.

• The computation of open circuit voltage Voc is improved by introducing the βVoc pa-

rameter.

• The computation of short circuit current Isc is improved by introducing the αIsc pa-

rameter.

Figure 5.3 shows the V-I characteristics of the model in [73], the benchmark model in [74]

and the modified model proposed in this chapter on the same plot. It can be seen that in
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terms of accuracy, the proposed model is closer to the benchmark than the model in [73]

for the range of [700-900]V. It is important to note that, the proposed model is simple and

contains only simple mathematical functions along with a Newton-Raphson solver, making it

more hardware resource efficient than the benchmark model itself, which uses closed source

library functions and blocks. This claim is justified by further observations, presented in

table 5.1. It can be seen that, in terms of hardware resource consumption, the proposed

PV model is more economical than the benchmark model. However, the proposed model

is also, a little slower than the benchmark model from MathWorks (it takes about 15.5%

more computation time), due to the use of the iterative solver. However, the increase in

computation time is insignificant when considering time-steps of 5us or higher.

Table 5.1: Performance Characterization of the Proposed PV Model in
Opal-RT Platform

MathWorks’ Proposed Change
Benchmark PV Model PV Model

SSN: State Space 110 80 -27.27%
Operation Count -
SSN: Memory Usage 0.003528 0.002568 -21.21%
Network Info 7 6 -14.28%
Computation Time 1.098 us 1.268 us +15.48%

5.3.2 Implementation in the Typhoon HIL Platform

The proposed model was re-implemented for the Typhoon HIL-603 real-time simula-

tion hardware to provide reproducibility of the results across different hardware platforms.

The Newton-Raphson Varray and Iarray calculation-block was replaced with the Advanced-C-

function functionality (Figure 5.3) available in Typhoon HIL schematic environment. It can

be seen in table 5.2, that the memory consumption during simulating the PV model is well

Table 5.2: Memory Utilization For Simulating the PV Model on Typhoon HIL
603 in Real-time

Memory Used Available Utilization
Type Memory Memory (kb)

Internal Memory 60 256 23.57%
Code Segment Size 41 256 16.33%
Data Segment Size 18 256 7.24%
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within reasonable limit for microgrid applications.

Studies were performed to compare the model’s response in the two different real-time

hardware architectures. Figure 5.4 shows that the results in these two platforms are identi-

cal. This observation confirms that the proposed model can be successfully implemented in

different real time hardware platforms and the results are reproducible if meticulous atten-

tion is paid to their implementations. A simulation time-step of 20us was used for both the

simulation platforms.

5.3.3 Hardware Selection

The computational performances were also identical between HIL 603 and HIL 604

as they have very similar hardware architecture and specifications, and because the model

does not put a large computational requirements. Observe that this is possible because

the proposed model does not have any library dependence and utilizes simple mathematical

functions only. Hence, it is fair to say that the model can run successfully in any Typhoon HIL

hardware above and including HIL 603, and the computational performance will be better

for Typhoon simulators with better specifications. For comparatively lower-end models, it is

still expected to perform successfully, but further testing would be necessary to verify this.

For Typhoon hardware the model was simulated with 20us and 10us (minimum), successfully.

In Opal-RT real-time simulator OP5030/4520, the proposed model was run successfully

with a minimum step-size of 20 us. Because, the model has no library-dependency, it can be

concluded that the model will (at the very least) run successfully at 20 us time-step in any

Opal-RT hardware, provided that the target has similar or better processor specifications.

This is particularly important as Opal-RT uses a wide array of Intel processors with different

specifications, the target used in this work has 2 × Intel Xeon E5-4660V4 with 16 cores. This

work only utilized 2 cores, one for monitoring and one for execution, so it is fair to assume

that any target with similar processor characteristics should be capable of running the model.

5.4 Conclusions

This chapter reported a simplified PV model, improved upon previously reported

single-diode models. With the simplification of the PV model, the hardware resource re-

quirements for simulating it in real time (Opal-RT platform) were reduced. It was also

investigated whether the accuracy of performance deteriorates by the proposed simplifica-
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tion of the model. The accuracy of the reported model is determined in comparison with

the benchmark PV model from MathWorks. Once, the results were found to be satisfactory,

the same model was implemented and simulated in Typhoon HIL platform. The results in

Typhoon HIL were compared with those obtained in Opal RT. It was concluded that, the

real-time simulation results for the proposed model was reproducible across the two different

hardware architectures, thanks to the care taken to make nearly identical implementations.

5.5 Discussions and Future Works

Ensuring the consistency of model response is crucial in order to reduce the uncertainty

while simulating a model across simulators of different hardware architectures. Modern

model exchange interportability standards such as Modelica and the FMI (Functional Mock-

up Interfaces) are already being used in some other domains of engineering and sciences.

However, very few research in that regard is done in the domain of power system.

This chapter reported that the existing library models for similar components across

these two different simulators can give different results. Hence, to obtain compatible sim-

ulation models for PV cells and arrays, it was necessary to build them from the scratch.

Only simple operators, mathematical functions, and numerical programs (Newton-Raphson)

were used. This practice is encouraged and recommended for further implementations of
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more complex systems across different hardware architectures, until modern model exchange

standards are adopted in the power systems domain.

The current work successfully proposes a simplified model for PV cells and arrays. It is

also established that, if proper care is taken, those models can be ported across two different

simulator hardwares.



CHAPTER 6

EVALUATING OVERVOLTAGE MITIGATION STRATEGIES

FOR PV INVERTERS AND THEIR IMPACT ON

GROUND-FAULT OVERVOLTAGE THROUGH RT-CHIL

EXPERIMENTS

In power systems, Single-Line-to-Ground (SLG) faults are the most common type of

fault. When a three-phase four-wire system supplied by an ungrounded synchronous gen-

erator is subjected to SLG faults, the unfaulted phases are expected to exhibit significant

ground-fault over-voltage (GFOV). Mitigation of this is via effective grounding, as described

in IEEE Std 62.92.2. However, for inverter-based renewable energy sources (IBRs), the

physical mechanism that leads to GFOV in synchronous machines is not present. This pa-

per investigates whether GFOV is a problem in IBRs, and whether conventional mitigation

requirements, such as providing a grounding transformer (GTF), are suitable for IBR instal-

lations. To answer these questions, a Controller Hardware-in-the-Loop (CHIL) performance

analysis is conducted. To this end, different simulation models have been developed to an-

alyze the IBR’s control and protection response. The models are comprised of a 13.2 kV,

500 kW distribution system fed by a grid connected PV inverter which was simulated in Ty-

phoon HIL 604 real time simulator, with a IEEE Std 1547-2018 compliant external physical

controller connected in the loop. The experimental set-up and tests conducted are explained

and results are analyzed, showing that effective grounding requirements are much different

than those for traditional generators.

• Portions of this chapter previously appeared as: P. M. Adhikari, L. Vanfretti, M. Ruppert, M. Ropp,
“Real-time controller hardware-in-the-loop (RT CHIL) analysis of ground fault overvoltages (GFOVs),”
presented at the CIGRE US Nat. Committee (USNC) Grid of the Future (GOTF) Symp., Providence, RI,
USA, Oct. 17-20, 2021, Paper B5.
• Portions of this chapter have been submitted as: P. M. Adhikari, L. Vanfretti, A. Benjac, R.

Bründlinger, M. Ruppert, M. Ropp, “Overvoltage mitigation strategies for PV inverters: An RT-CHIL
based experimental investigation,” submitted for publication.
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6.1 Introduction

This paper investigates the schemes for protecting PV inverters from transient over-

voltages (TrOV) under single-line-to-ground (SLG) faults. To carry out this investigation,

Typhoon HIL based real-time controller hardware in the loop (CHIL) models for a grid con-

nected PV-inverter were developed. The chapter is structured into five sections. The first

section focuses on the motivation, presents a brief literature review, and enumerates the spe-

cific contributions of this article. The second section describes the experimental setup and

methodologies in details. The third section presents the detailed simulation results, and the

fourth section analyzes these results in the context of inverter protection. The final section

concludes this article with additional discussions on the findings.

6.1.1 Motivation

It has been observed that up to 80% [75] of all the faults that occur in power systems,

are single line to ground (SLG) faults. Theoretically, SLG faults occurring on a system

supplied by ungrounded synchronous generators can lead to a Ground Fault Overvoltage

(GFOV) of up to 173% of the nominal voltage on the unfaulted phases[76]. The theoretical

derivation for this observation is carried out in Section 6.2. To mitigate this over-voltage

problem the IEEE std C62.92.2 has proposed certain effective grounding techniques for syn-

chronous generators. However, such existing methods require further validation and analysis

in the context of their application in IBR based systems. To date, there is a gap in under-

standing on how IBR based systems would respond under SLG if existing effective grounding

techniques are employed, and whether or not they are actually required for IBRs. Thus, the

current work investigates the GFOV phenomenon and the application of existing mitigation

techniques in the context of IBRs. Inverters, whether used for photovoltaic (PV) or energy

storage facilities, typically include internal fast overvoltage protection mechanisms designed

primarily to protect the inverter itself from damaging transients. These mechanisms, referred

to as Self Protection Over-Voltage (SPOV) mechanisms, have the added benefit of causing

the inverter to cease to energize when the circuit voltage exceeds certain limits. The SPOV

mechanisms thus can mitigate both ground-fault overvoltage (GFOV), and load-rejection

overvoltage (LROV). With the SPOV function included in the inverter, the main purpose

of this work is to demonstrate that overvoltages are mitigated with or without a grounding

transformer when Yg-Yg GSU transformer is used. To carry out this analysis, a controller-
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hardware-in-the-loop (CHIL) study is conducted by coupling a power system model designed

specifically for this GFOV analysis to a real-world control/protection hardware device for

IBRs. To this end a model for a 13.2 kW, 500 kW distribution system including a grid

connected PV unit was implemented in a real-time simulator (RTS).

This choice was made because the response of IBRs is largely determined by the real-

world software/hardware implementation of their control and protection features. The CHIL

approach for testing control/protection equipment coupling an RTS with the actual con-

trol/protection hardware allows for a test-setup which reproduces highly transient power

system behaviour with full feedback between the control system and the plant-hardware. In

RT-CHIL experiments, RTSs are used to simulate the response of a power system in real-

time. In this work, the Typhoon HIL 604 RTS was used to model the grid connected PV

system. To control the PV inverter, an IEEE Std 1547-2018-compliant control hardware,

the Austrian Institute of Technology Smart Grid Controller (known as the ASGC or AIT

SGC), was coupled with the RTS[77]. This configuration allows to evaluate how controller-

hardware connected to the PV system would react to the SLG fault and to assess a possible

GFOV. To modify the SPOV settings, the firmware on the controller was manipulated. This

procedure is elaborated in Section 6.3.6

6.1.2 Related Works

The severity of GFOV observed in synchronous generators has been documented and

theoretically analyzed previously [78]. This work showed that ungrounded 4 wire/3-phase

distribution systems supplied by synchronous generators are susceptible to an over-voltage

of up to 1.73 pu under SLG conditions, and evidence of this phenomena in various actual

systems has been obtained through the survey presented by the authors in [79]. SLG faults

are studied in great details for Romanian power grid in [80], and similar studies focusing on

North America, have been published in [81]. Hence, there is a good understanding of GFOV

due to faults for systems with conventional generators.

A recent study addressed the GFOV phenomena for IBR-based systems [82] and demon-

strates that the resulting over-voltages in three-phase four-wire circuits serving Y-grounded

impedance loads could be expected to reach no more than about 122% of the nominal voltage,

which is below the requirements for effective grounding. However, they cannot be directly

mitigated by the existing techniques in the IEEE Std 62.92.2 [83]. The results demonstrated
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by the authors in [84] established that if standard symmetrical-component analysis is used

to solve for the impedance of a hypothetical grounding bank that would ensure that the volt-

ages of both the unfaulted phases during an SLG fault would remain below the definition of

“effectively grounded” above a certain GLR, it would yield a negative value. Thus there’s

no real-world solution for designing a GTF that would mitigate the overvoltages IBRs face

under an SLG fault when they are operating under a high GLR (over 4.5). This phenomenon

was explained by the fact that the negative-sequence voltage starts to dominate above that

GLR.

This is because, typically grid-following IBRs cannot be modeled by ideal voltage

sources. Instead, the responses of IBRs is largely defined by their fast-acting internal control

and protection strategies, implemented in the firmware. It is also important to note that the

IBRs can exhibit both GFOV and Load Rejection Over-voltage (LROV), when subjected

to an SLG condition; and their Self-protection Overvoltage (SPOV) might interact with the

GFOV or LROV phenomena. These hypotheses are addressed in this paper.

The use of digital real-time simulators is becoming increasingly relevant for technical

performance analysis of energy resources and IBRs when integrated into the electrical grid.

It is crucial to note that different existing RTS are widely disparate in terms of their modeling

environments, component model libraries and the hardware they use. The surveys presented

in [85] and [86] summarized intricate comparisons between these various real-time simulation

platforms including but not limited to those from companies such as Opal-RT, Typhoon HIL,

dSPACE, RTDS, etc. In this work, the discussion is constrained to the RTS from Typhoon

HIL and related SW/HW infrastructure. The decision to use this simulation hardware was

based on the compatibility of the ASGC control hardware with Typhoon HIL 604 RTS.

Typhoon HIL supports SunSpec compliant inverter controller hardware, which needs to be

connected to the real-time simulator that runs the inverter model via a breakout board. The

ASGC is one of such controllers, while [77, 87, 88] have reported detailed descriptions of this

hardware for different applications, such as the control the distributed energy sources (DER)

being simulated on the real-time hardware.

6.1.3 Contributions

• This paper validates the utilization of appropriate SPOV settings to mitigate the TrOV

and keep it from violating the constraints reported in IEEE std 1547-2018.
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Figure 6.1: Pictorial Representation of the Grid Connected PV Distribution
Feeder Used in This Work

• This paper reports experimental results to demonstrate that traditional effective ground-

ing techniques like grounding transformers are not suitable for mitigating TrOV for

inverters under SLG, operating with higher GLRs (On predominantly Y-connected

loads). Extensive sequence analyses were carried out to provide a theoretical justifica-

tion of this phenomenon. The experimental observations were found to be corroborat-

ing to the research published in existing literature.

To achieve these two objectives, a Typhoon HIL based RT-CHIL test-setup was mod-

eled and interfaced with an IEEE 1547 compliant controller hardware.

Table 6.1: Software Used in the CHIL Experiment

Software Type Version Function Library/Selection

Firmware 2020-release Simulator Control of Processor cores and
Manager Configuration Machine Cores, Memory Allocation
aBoot Flasher 3.1.1 Controller Configuration Control of current & voltage configuration

of the ASGC controller
Schematic Editor 2019/20 Designs the power circuit Typhoon’s propreitery library, User defined

C functions, Initialization
HIL SCADA 8.4 Interact with the circuit HIL SCADA Widgets, Monitoring,

running on simulator Data Logging and Visual Library
3.7 Interact with the controller HIL SCADA Widgets, Monitoring,

hardware in loop Data Logging and Visual Library
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Figure 6.2: (a) Pictorial Representation of the Experimental Setup, (b) The
Physical Experimental Setup, (c) The Interface Between ASGC
Controller and Typhoon HIL 604

6.2 Experimental Setup

6.2.1 Experiment’s Hardware Infrastructure Overview

The experiments conducted in this paper were carried out by simulating the power

distribution circuit represented in Figure6.1 using the Typhoon HIL-604 RTS. The inverter

is controlled by the external controller-hardware (ASGC) generated PWM signals. Figure

6.2.(b) shows a picture of the test bench with all these hardware components. Detailed

description of these individual hardware components is presented in Appendix D.

6.2.2 Experiment’s Software Overview

Table 6.1 summarizes the software tools utilized to carry out the GFOV experiment.

It can be seen that most of these software tools are proprietary ones provided by Typhoon

HIL and AIT. It needs to be noted that two different versions of the HIL SCADA software

package are required. The latest version(8.4) interacts with the real-time simulator running

the inverter model, and the older version (v3.7) interacts with the controller connected to

the simulator. The functions of the different software are explained in detail in Appendix D.
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Algorithm 2 Protocol for GFOV Experiments

/* SLG Fault Introduction */

if ∠Va − θ < ϵ then
if Faulter=1 then

BKRF = CLOSE
State= FLT
EXIT to next function

else
BKRF = OPEN

else
Continue Simulation

/* Breaker Opening */

while State=FLT do
Wait (35 ms) ;
do in parallel

if ∠Ia < ϵ then
BKRA = OPEN

if ∠Ib < ϵ then
BKRB = OPEN

if ∠Ic < ϵ then
BKRC = OPEN

6.2.3 Experiment Setup and Protocol

This section describes how they were used to develop the experimental setup developed

to analyze the GFOV phenomena.

Figure 6.1 illustrates the model that was simulated on the Typhoon HIL 604. The

specifications of the model’s components are presented in table 6.2. It needs to be noted

that, the system shown in fuigure 6.1 also includes a capacitance-bank in parallel with the

load. This capacitance-bank balances out the inductive reactive power consumed by the

magnetization path of the 480V/13200V distribution transformer in order to help stabilize

the frequency when the grid is disconnected.

To perform the GFOV experiments, the experimental protocol described in Algorithm 2

was followed. There are two interventions that need to be carefully applied, and to implement

them one macro was written inside the Typhoon HIL SCADA (v8.4) tool.

First, the SLG fault is applied on the load bus. Next, the utility-side breaker waits 35

ms and then disconnects itself from the faulted portion of the system, leaving only the PV-

inverter to feed the fault current. To ensure reproducibility in the experiments, the switch



76

0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7

Time(s)

0

0.2

0.4

0.6

0.8

1

S
w

it
c
h

in
g

s

Fault Injection

Phase A utility disconnect

Phase B utility disconnect

Phase C utility disconnect

Inverter Disconnect

(a)

0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7

Time(s)

-1.5

-1

-0.5

0

0.5

1

1.5

P
h

a
s
e

 V
o

lt
a

g
e

s
(V

)

10
4

Phase A

Phase B

Phase C

(b)

0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7

Time(s)

-50

0

50

In
v
e

rt
e

r 
s
id

e
 c

u
rr

e
n

t(
A

)

Phase A

Phase B

Phase C

(c)

(d)

Figure 6.3: CHIL Simulation under GLR 1.0: (a) Operation of the Breakers,
(b) Phase Voltages, (c) Phase Currents (PV-Inverter) (d) Active
Power Provided by the Utility and the PV Source

that applies the SLG was set to only operate when the voltage at phase A is at its highest

(i.e. ∠VA = 90o(θ)). However, it was observed that, if this equality-relation ship is enforced,

then the simulator often misses the 90o mark, because the PLL loop that computes the angle

of the voltage signals had an update-rate of only 100us. Thus, an additional parameter ϵ

was introduced, which is used to define a finite but small window during which the fault can

strike. ϵ was set to 2.5o. This allowed to detect when the angle of the voltage waveform was

within 2.5o of the 90o mark in order to apply the SLG. This sequence of events can also be

visualized through Figure 6.3.(a) and Algorithm 2.
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Table 6.2: Distribution System Specifications

Component Specifications

Line-to-line Voltage, 13.2 kV
Utility Source 3 phase Short Circuit MVA, 180× 106

X/R = 8
Line Construction = 336AA (phase),
3/o (Neutral)

Z1 = 0.278 + j 0.682
Distribution Feeder Z0 = 0.7575 + j1.9532

Distance from PV to Load, 3 miles
Distance from Load to Breaker, 3 miles
3 phase, 480 V/13.2 kV

DG Transformer kVA = 500, Z = 5%, X/R = 10
Configuration Yg-Yg
3 phase, 13.2 kV/13.2 kV

GTF (if used) kVA = 500, Z = 5%, X/R = 10
Configuration Yg-∆

PV System 500 kW, 0 kVAR
Constant Power, Phase to Ground

Load kW = 500, kVAR = 0
Compensating Capacitance: 29.5 kVAR

(at untuned condition)

Second, a similar approach was followed when disconnecting the grid from the remain-

der of the system. Upon waiting for 2 cycles (35 ms), the grid will be disconnected one

phase at a time, only when the current on that phase is close to the zero-crossing. This was

implemented by using the same parameter ϵ.

It is important to note that 35 ms is a very fast time for a standard distribution level

breaker. However, in order to maximize the duration for which the inverter manages to

provide the fault current (before disconnecting due to its own protection functionalities), the

speed of the breaker was increased. The duration for which the inverter provides the fault

current is the duration for which the GFOV may be observed.

Consequently, all the analyses were performed on the measurements taken during this

period.
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Figure 6.4: Effect of Capacitance-Tuning: (a) Phase Voltages Under SLG
Without Tuned Capacitor Bank, (b) Phase Voltages Under SLG
With Tuned Capacitor Bank

6.3 Results and Analysis

This section summarizes results from different analysis conducted.

6.3.1 Tuning of Capacitor Banks for GFOV Sequence Component Analysis

The first set of results presented in this section is a CHIL simulation of the system

with a Generation to Load Ratio (GLR) of 1.0. These simulation results are summarized

in Figure6.3.(a)-(d). It can be seen from Figure6.4.(a) and Figure6.4.(b), that after the

utility detects the SLG fault and disconnects itself, the inverter only manages to sustain

itself for 3 cycles. During these 3 cycles, there was a maximum of 8% over-voltage observed

on the unfaulted phases. This can be seen upon careful observation of the waveforms in

Figure6.4.(b) for 0.55s ≤ t ≤ 0.65s. Clearly, this magnitude of over-voltage is much lower

than what was observed (73%) in synchronous generators.

It was also observed that during these 3 cycles, the frequency varies rapidly and the

inverter ultimately disconnects due to the operation of over-frequency relay. Because, the

frequency was not constant, the angles were varying, and thus, it is theoretically difficult

to apply symmetrical components to this situation. However, in order to evaluate the pro-
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Figure 6.5: Sequence Diagram Under SLG: (a) Without the GTF, (b) With the
GTF

tection schemes for such systems under SLG faults, and better understand the observed

behaviours, it is useful to perform the symmetrical component analysis. To apply the sym-

metrical component analysis frequency needs to be relatively constant. To achieve this, the

capacitance bank which was connected in parallel with the resistive load was tuned. Tun-

ing of capacitance-banks is well-researched topic which has been addressed in [89]. For this

particular research, tuning was done by trial and error. The tuned capacitance bank had a

capacitance of 1.75 uF per phase . Upon successful tuning, the inverter manages to operate

at a reasonably fixed frequency for a few cycles even after the utility has been disconnected.

In order to investigate the nature and source of the overvoltage, a detailed symmetrical com-

ponent analysis was performed on this modified model. The three-phase voltage-responses

of the system with and without tuned capacitors are shown in Figure 6.4.(a). It can be

seen that the inverter can operate for a much longer duration when the capacitor banks are

carefully tuned. Under these new conditions the sequence diagram under faulted condition

can be determined. When the utility has already disconnected itself from the inverter and

the load, the sequence diagram is shown in Figure 6.5.(a).

Figures 6.6.(a)-(b) exhibit the phase currents from the inverter’s side, and the phase

currents measured on the load. Figures 6.6.(c)-(d) illustrate the symmetrical components of
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the currents plotted in Figure 6.6.(a)-(b) respectively. Notably, for the current from the PV-

inverter side, the zero-sequence current was negligible while the negative-sequence current

was significant. For the currents observed from the load, both the negative-sequence and

zero-sequence currents are significant. This is expected because the phase-A current is zero

while the phase-B and phase-C currents are higher than their unfaulted values.

To establish how these results relate to the circuit of Figure 6.5.(a), instantaneous

values observed at t = 0.65s seconds were considered. Applying KCL in the circuit of Figure

6.5.(a) gives:

I0 = IPV (+) − Iload(+) (6.1a)

I0 = IPV (−) − Iload(−). (6.1b)

Next, applying KVL on Figure 6.5(a) yields:

V+ = Iload(+) × Zph, (6.2a)

V− = Iload(−) × Zph (6.2b)

V0 = Iload(0) × Zph. (6.2c)

The values of the phase currents for the PV inverter and the load at t=0.65 were

logged from the observation made in Figure 6.5. These values are verified by using (6.1) and

(6.2). The results are summarized in the first two rows of table 6.3. Having calculated the

voltage-sequence components, those values were used to verify the phase voltages using:

Vb = a2V+ + aV− + V0 (6.3a)

Vc = aV+ + a2V− + V0. (6.3b)

The results for the unfaulted phases B and C are summarized in the third row of Table

6.3. It can be seen that there are some minor over-voltages in the unfaulted phases. This is

consistent with the observations made in Figure 6.6.(b).
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Figure 6.6: Currents When There is No GTF in the Circuit: (a) 3-Phase
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Table 6.3: Sequence Components of Figure 6.5(a) at t=0.65 Sec

Eqn Numerical Validation

KCL(6.1)

IPV (−) − Iload(−) = 1.93 −17.6◦ − 7.34 −178◦
= 9.18 −3.1◦

IPV (+) − Iload(+) = 26.07 0◦ − 16.9 1.7◦

= 9.175 −2◦
Iload(0) = I0 = −9.18 178◦ = 9.18 −2◦

KVL(6.2)

V− = Zph × Iload(−) = 339 −12.1◦ × 7.34 −178◦
= 2488.26 −190.1◦

V+ = Zph × Iload(+) = 339 −12.1◦ × 16.9 1.7◦

= 5729.1 −10.4◦
V0 = Zph × Iload(0) = 339 −12.1◦ × 9.18 −182◦

= 3112.02 −194.1◦

(6.3)

Vb = a2V+ + aV− + V0 = 8361 −134.4◦
= 1.096pu

Vc = aV+ + a2V− + V0 = 8273 112.8◦

= 1.085pu

6.3.2 GFOV and GLR

The next set of experiment was to vary the GLR and study the effect of GLR on GFOV.

This was achieved by varying the load while keeping the generation from the PV-inverter

constant. This type of study is reported in IEEE Std 62.92.6.-2017. In this work, the trend

of GFOV with varying GLR was compared with those reported in the IEEE Std. This

comparison is shown in Figure 6.7. It is also observed that overvoltage for IBRs is a bigger

problem for larger values of GLR than it is for smaller values of GLR. It is also illustrated

that at a GLR of 1.0, the GFOV is not as severe as it is for synchronous generators.

6.3.3 Impact of Conventional GFOV Mitigation

The next step in this experimentation was the application of traditional over-voltage

mitigation techniques in this system. For this particular work, a grounding transformer was

incorporated within the circuit (and the capacitance bank had to be re-tuned to obtain well-

sustained results). Two different types of connections are used in grounding transformers
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(GTF): (a) ZigZag or (b) Yg- ∆. Because the ZigZag transformer was not available in the

model library, the Yg- ∆ connection for the GTF was used. The specifications of the GTF

are the same as the distribution transformer used in the model. blueIt is to be noted that

this GTF is a large one, which was chosen to emphasize its impacts on the circuit. Under

an SLG fault, the sequence diagram is also modified to include the GTF. This modified

sequence diagram is illustrated in Figure 6.5.(b). The modified system model was simulated

for a GLR of 1.0. The KCL applied to this sequence diagram should yield:

I0 − IGTF = IPV (+) − Iload(+) (6.4a)

I0 − IGTF = IPV (−) − Iload(−) (6.4b)

Equations (6.4) and (6.2) were used to verify the experiment results for the modified

system with GTF in table 6.4. It can be seen that the zero-sequence voltage is significantly

reduced by the addition of the grounding transformer, but this reduction in zero-sequence

voltage was not reflected in the negative sequence circuit. In fact, there was a minor increase

in the negative sequence voltage upon the introduction of the GTF.

Hence, the improvement in TrOV by incorporating GTFs is negligible. It can also be

seen that one of the unfaulted phases bears a lower voltage than the other. This is consistent

with the observation in Figure 6.8.(b), and those reported in [84]. It is also to be noted, that

the GTF provides a significant amount of zero sequence current into the network as shown

in Figure 6.9.(e). This influx of zero sequence current changes the behavior of the circuit

significantly, but it does not improve the existing overvoltage (around 10%) in the system.

The phasor diagrams corresponding to the observations noted in table 6.3 and table 6.4 are

shown in Figure 6.12.(a)-(d).

6.3.4 Impact of the Power Factor (PF) in the Load

In this experiment the configuration of the existing load was modified to include in-

ductive components within it (The capacitance bank was re-tuned to achieve well-sustained

results). The resultant power factor after this modification was set to be 0.9 (lag). Figure

6.13.(a) shows the GFOV while the load pf is 0.9 and the active power is set to 500 kW,

resulting in an apparent power of 556 kVA. The observed maximum overvoltage in this ex-

periment was close to 9%. Similarly, Figure 6.13.(b) demonstrates the overvoltages when
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Figure 6.7: Variation of Overvoltage With Increasing GLR

the load pf is 0.9 and the apparent power is 463 kVA. This yields an active power output of

416.6 kW, and a GLR of 1.2 if the inverter output is kept constant at 500kW. The observed

maximum overvoltage in these experiment was close to 29%. These results are consistent

with the results obtained with upf loads at GLR=1.0 and 1.2, which are presented in the
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Figure 6.10: SPOV Interaction With the TrOV Simulations for GLR=1.30: (a)
When SPOV is Disabled at 1.3 (b) When SPOV is Enabled at 1.3

second column of table 6.6. Thus, it can be concluded that, the inductive reactive power

component of the load does not effect the maximum GFOV as long as the active power is

maintained constant.
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6.3.5 Impact of ∆ Connected Loads

While section 6.3.3 explores the utilization of grounding transformers for mitigating

overvoltage in wye connected loads subjected to SLG, this section investigates whether ∆

connected loads exhibit similar overvoltages and whether grounding transformers can be

used to mitigate them. Thus, the existing wye connected load is re-configured to include

considerable shares of ∆ connected loads.

This phenomenon can be explained well by simple sequence analysis. When ∆ con-

nected loads are introduced in the load, the zero sequence circuit of the system gets modi-

fied. This leads to overvoltage in the zero sequence circuit. This zero sequence overvoltage
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Figure 6.12: Phasor Diagrams: (a) No GTF Inserted, GLR=1, (b) GTF
Inserted, GLR=1, (c) No GTF Inserted, GLR=1.2, (d) GTF
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Table 6.4: Sequence Components of Figure 6.5(b) at t=0.65 Sec

Eqn Numerical Validation

(6.4)

IPV (−) − Iload(−) = 2.99 106◦ − 11.8 199◦

= 12.31 33.2◦

IPV (+) − Iload(+) = 25.9 26.1◦ − 14.02 15.6◦

= 12.37 37◦

Iload(0) − IGTF = I0 = −10.25 29◦ + 2.35 −142◦
= −12.37 31◦

(6.2)

V− = Zph × Iload(−) = 331.1 −18.1◦ × 11.8 199◦

= 3906 180.9◦

V+ = Zph × Iload(+) = 331.1 −18.1◦ × 14.02 15.6◦

= 4642 −2.5◦
V0 = Zph × Iload(0) = 331.1 −18.1◦ × 2.35 −142◦

= 778.1 −160.1◦

(6.3)

Vb = a2V+ + aV− + V0 = 7841 −99.8◦
= 1.03pu

Vc = aV+ + a2V− + V0 = 7151 97.31◦

= 0.93pu

Table 6.5: Effect of GTFs on TrOV With Varying Share of ∆ Connected Load

Max TrOV at GLR=1.0 Y=100% ∆=0% Y=75% ∆=25% Y=50% ∆=50% Y=25% ∆=75%

Without GTF 1.089 1.19 1.32 1.48
With GTF 1.05 1.07 1.07 No good observations

translates into an overvoltage along the unfaulted phases. However, since the grounding

transformer adjusts the zero sequence circuit of the system, it manages to compensate for

the overvoltage stemming from the zero sequence voltage component. It is important to note

that, for each test-case in table 6.5 (with increasing share of ∆ connected load) the capaci-

tance bank needs to be re-tuned, and this procedure is very time-consuming. This re-tuning

ensures that the inverter manages to sustain the voltages for a few cycles after the utility

disconnects. The comparison between figures 6.13 and 6.14 shows that the introduction of a

grounding transformer reduces the overvoltages in both phases B and C. However, a closer
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observation reveals that the voltage reduction is more in phase C than it is in phase B. This

is similar to what was observed in a system without any ∆ connected load and is supported

theoretically by equation (C.4). Overall, it was observed that the maximum overvoltage

reduced from 19% to 7%, upon the utilization of the grounding transformer.

Similar observations were recorded when the share of ∆ connected load is increased

from 25% to 50%. Without the grounding transformer the overvoltage was observed to be

around 32% (Figure 6.14.(b)). The grounding transformer reduced this overvoltage from

32% to 7% (Figure 6.15.(b)). Clearly, for systems with ∆ connected loads the usage of

grounding transformers leads to significant reduction in overvoltages.

Figures 6.14.(c) demonstrates that, when the share of ∆ connected load is increased to

75%, it was observed that the overvoltage under SLG condition was close to 50%. Upon the

addition of the grounding transformer the inverter observes that Vbn.max, Ib.max, Ic.max

flags are set from the ASGC controller side when the SLG fault is applied and the breaker
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Figure 6.13: TrOV Experimentation With Non-UPF (0.9 Lag) Loads: (a)
While GLR=1.0, (b) While GLR=1.2
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Figure 6.14: Overvoltage Simulation With GLR=1.0 Under UPF, With No
GTF Present: (a) While ∆-Share =25%, (b)While ∆-Share =50%,
(c) While ∆-Share =75%

disconnects the utility from the rest of the system. These flags initiate the subroutine that

disconnects the ASGC controller from the Typhoon HIL 604 simulator running the inverter

model. It was not possible to bypass this protective operation from the controller, and thus

no overvoltage computation is reported for this case in table 6.5. The corresponding phase

voltages can be observed in Figure 6.15.(c).

The objective of the current research is to investigate whether or not grounding trans-

formers are suitable to mitigate the ground-fault overvoltages in inverter based DERs. The

experimental results demonstrated in this section establishes that grounding transformers

can be effective in mitigating ground-fault overvoltages in inverter based DERs only when

there is some significant share of ∆ connected load being provided by the DERs.
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6.3.6 Impact of SPOV

It needs to be kept in mind that most modern inverters have a Self-Protection Over-

voltage (SPOV) function that rapidly stops switch gating in case of an over-voltage. This

operation is extremely fast and and is commonly based on instantaneous values of the volt-

ages. This SPOV mechanism is very helpful in mitigating TrOV while the IBR operates

at a GLR significantly over 1.0. Many inverters have the SPOV setting fixed at 1.3 pu or

1.4 pu, i.e. the inverter will disconnect in few hundred microseconds if it detects an over-

voltage over 30% or 40%, respectively. The ASGC has a default SPOV setting fixed at

1.3. Because the TrOV varies almost linearly with the GLR, the SPOV for the inverter

was automatically triggered whenever simulations were run for GLRs over 1.3. This makes

experimenting with higher GLRs impossible without making modifications to the hardware.

It also demonstrated that the internal SPOV settings of the ASGC controller hardware was

very effective in mitigating the TrOV.

In order to run experiments with higher GLRs, the controller firmware was modified.

However, direct modification of the SPOV is not possible, i.e. it is not possible to change the

value from 1.3 to a higher value directly. Instead, it was necessary to change the nominal

voltage parameter from 480 V to 600 V. This makes the new set-point for SPOV trigger at

600 × 1.3 = 780 V, which is 1.625 times of the previous nominal voltage of 480 V. Thus,

under this new firmware settings, it is possible to run experiments which might result in

higher over-voltages up to 1.625 pu. In Table 6.6, the results presented in blue colored rows

are obtained from experiments performed with this new controller-firmware.

Table 6.6: TrOV Variation With and Without GTF

GLR Max TrOV without GTF Max TrOV with GTF

0.6 0.67 0.62
0.7 0.78 0.73
0.8 0.88 0.84
0.9 0.99 0.935
1 1.09 1.067
1.1 1.178 1.15
1.2 1.298 1.265
1.3 1.412 1.384
1.4 1.518 1.475
1.5 1.60 1.559
1.6 Unsustained Unsustained



92

0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8

Time(s)

-1

-0.5

0

0.5

1

P
h

a
s
e

 V
o

lt
a

g
e

s

104

Ph A

Ph B

Ph C

(a)

0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8

Time(s)

-1

-0.5

0

0.5

1

P
h

a
s
e

 V
o

lt
a

g
e

s

104

Ph A

Ph B

Ph C

(b)

0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8

Time(s)

-2

-1

0

1

P
h

a
s
e

 V
o

lt
a

g
e

s

104

Ph A

Ph B

Ph C

(c)

Figure 6.15: Overvoltage Simulation With GLR=1.0 Under UPF, With GTF
Present: (a) While ∆-Share =25%, (b)While ∆-Share =50%, (c)
While ∆-Share =75%

For the purpose of simplicity, this paper refers to the SPOV value of 1.3 as SPOV

enabled, and the SPOV value of 1.625 as SPOV effectively disabled.

For a GLR of 1.3, two experiments were performed with the SPOV settings disabled

and enabled respectively, in order to show how the SPOV interacts with the GFOV ex-

periments. While the SPOV setting is kept as disabled, the overvoltage simulations were

run and the results are archived in Figure 6.10.(a). It was observed that the overvoltage

was close to 40% and the system experienced this level of overvoltage for over 10 cycles.

However, when the firmware is changed to the version with lower voltage rating, i.e. SPOV

enabled, the system disconnects instantaneously after it experience the 30% overvoltage

the first time. This response is shown in Figure 6.10.(b). The SPOV operation can also be
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confirmed by investigating the flags Protection.OC and Vbn.max of the controller hardware,

both of which were observed to be changed to 1, after running this test with SPOV enabled.

6.4 Summary and Analysis of Experimental Results

6.4.1 Impact of TrOV in IBRs

The experimental results summarized in section 3 establishes that inverter based DER

systems are less prone to TrOV compared to synchronous generators. However, for systems

with higher GLR, the overvoltage (more specifically, LROV) can still be significant. The

overvoltage effect would also be prominent for IBRs supplying loads of lower power factors.

Crucially, it was observed that conventional grounding transformers can not mitigate

these overvoltages properly. This is because, the introduction of GTFs increase the negative

sequence voltage slightly, in spite of reducing the zero sequence voltage by manipulating the

zero sequence impedance. This is illustrated in Figure 6.11 and Figure 6.12. Additionally,

with the rising GLR, there is significant increase in TrOV due to the LROV phenomenon

(which originates from the positive sequence circuit). To construct the phasor diagrams

presented in Figure 6.12, the instantaneous values of currents and voltages at t=0.65s were

used.

6.4.2 Importance of SPOV Settings in IBRs

Building upon the previous observation, it can be stated that an inverter operating

under a high GLR, remains vulnerable to TrOV (due to LROV and GFOV) under SLG

conditions even if a grounding transformer is utilized in the system to mitigate overvoltages.

However, based on the results shown in Figure 6.10.(a)-(b) it can be hypthesized that the

IEEE 1547-2018 recommended SPOV settings are extremely useful in protecting inverter

based DERs from such TrOV. Table 6.7 illustrates the effectiveness of appropriate SPOV

settings to mitigate maximum overvoltages in IBRs. It demonstrates the effect of setting a

lower (i.e. 1.3) value of SPOV while the IBRs are providing (i) a load with 50% share of

Yg load and (ii) a load with 100% share of Yg load. In this table, the observations in ’red’

exceed the acceptable limit of maximum overvoltage according to the IEEE 1547-2018 std.

These overvoltages were mitigated by simply setting a more restrictive SPOV value of 1.3.

Apart from the maximum overvoltage constraints, IEEE std 1547-2018 also proposes

predetermined upper-limits for the cumulative overvoltage durations for certain discrete over-
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Table 6.7: Impact of (i) SPOV Settings and (ii) Percentage of Y-connected
Loads- on the Maximum Overvoltage

GLR Overvoltage with 100% Yg load Overvoltage with 50% Yg load
SPOV=1.3 SPOV=1.625 SPOV=1.3 SPOV=1.625

0.6 0.67 0.67 0.96 0.96
0.7 0.78 0.78 1.14 1.15
0.8 0.88 0.88 1.23 1.23
0.9 0.99 0.99 Unsustained 1.28
1.0 1.09 1.09 Unsustained 1.32
1.1 1.2 1.18 Unsustained 1.49
1.2 1.3 1.3 Unsustained Unsustained
1.3 Unsustained 1.412 Unsustained Unsustained
1.4 Unsustained 1.518 Unsustained Unsustained
1.5 Unsustained 1.6 Unsustained Unsustained
1.6 Unsustained Unsustained Unsustained Unsustained

voltage levels (from 1.3 pu to 2 pu). Figure 6.16 demonstrates that without the SPOV set-

tings enabled, the cumulative overvoltage-duration for the observed voltages fall outside the

acceptable operating region when the system is subjected to SLG. The estimation for cumu-

lative overvoltage duration can be carried out by using the relationship Tcumulative1.3 = Ncycles

× T1.3 where Ncycles is the number of cycles the inverter can sustain itself post-breaker op-

eration, and T1.3 is the amount of time in each cycle during which the instantaneous voltage

of the unfaulted phase is over 1.3 pu. It is to be noted that, for experiments where the max-

imum overvoltage is over 1.4 pu, both Tcumulative1.3 and Tcumulative1.4 need to be computed.

Similarly, for experiments where the maximum voltage was over 1.5 pu, three cumulative

times Tcumulative1.3 , Tcumulative1.4 and Tcumulative1.5 need to be calculated. The observations

presented in Figure 6.16 establishes that a restrictive SPOV setting is crucial to protect

IBRs from cumulative overvoltage duration violations.

6.5 Conclusions and Future Works

Real-time CHIL simulation facilitates understanding of how modern inverter controls

interact with conventional power grids without the need of traditional modeling assump-

tions used in traditional off-line studies or to perform field experiments. This paper pre-

sented CHIL simulation results for SLG faults in a distribution network with grid connected

PV-inverters, and demonstrated that the GFOV in such systems is much less severe than
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Figure 6.16: Cumulative Overvoltage Duration Calculation (a) GLR=1.3 (b)
GLR=1.4

they are when conventional synchronous generators are used. It was also demonstrated that

overvoltage becomes more severe at higher generation to load (GLR) ratios. A standard

GFOV mitigation technique, i.e. grounding transformers (GTF), was applied to the system

and only a marginal improvement was observed in terms of overvoltage reduction. Detailed

sequence component analysis was performed and it was observed that the resulting over-

voltage observed was generated predominantly from the negative sequence network. Since,

GTFs change the zero sequence network, they were unable to completely mitigate the over-

voltages. However, since the magnitude of the over-voltage was small for standard operating

conditions, the grounding needs are much lower than those of synchronous generators. Fi-

nally, the impact of the controller’s SPOV was analyzed, showing that this mechanism will

disconnect the inverter when an over-voltage occurs.

The most important conclusion of this research is that, grounding transformers can
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not prevent transient overvoltages for IBRs under SLG fault. Utilities are still reluctant to

abandon this practice due to a lack of sufficiently-convincing information, which the authors

believe is leading to increased capital expenditures in the interconnection of new inverter-

based plants. The analysis identified how a supplemental ground source e.g. GTF, will not

completely eliminate a GFOV condition as they can only reduce the zero sequence impedance

of the system. In systems with higher GLRs, both the zero sequence and the negative

sequence network contributes to the overvoltages on the unfaulted phases. The contribution

from the negative sequence circuit is not compensated by the GTF, and thus it dominates

the overvoltage phenomenon, especially at the higher GLRs. Grounding transformers can

also lead to negative impacts on distribution circuits, such as desensitizing the utility ground

relaying, increased arc flash energy and blinding of the DERs to single phase open circuits. In

addition, without the supplemental ground source (i.e. the GTF) on the utility system, the

negative impacts will not be present which include issues with single phase open detection and

the desensitization of utility ground relaying. Thus, there are tangible positive consequences

of not using the GTFs within the network.

The results of this paper support the hypothesis that the SPOV function will mitigate

excessive overvoltages during a ground fault on a distribution circuit when installed with a

wye-ground / wye-ground interconnection transformer. The same function will also mitigate

load rejection overvoltages (LROV).

The experiments reported in this paper were performed only in a controller-hardware-

in-the-loop (CHIL) configuration. Thus, it is advisable to perform similar experiments in

power-hardware-in-the-loop setting with industry-grade inverters before proposing actual

modifications to the IEEE standards. These experiments would require a safe laboratory

space and personnel experienced in operating such high-voltage equipments. It is important

to take into account that, the current paper only reports experiments with IBRs feeding

Y-connected loads. In reality, ∆ configurations are occasionally used in distribution level

networks. Hence, it is important to validate the protective features of inverters for such

connections. These experiments were beyond the scope of the current paper, and they

require further exploration.



CHAPTER 7

ADVANCED COMPONENT MODELING: LI-ION BATTERIES

Today’s power generation fleet is becoming more diversified, including both traditional

energy sources and a variety of renewable energy sources. To help operate such a wide

variety of energy sources reliably and in harmony, Energy Storage Systems (ESS) provide an

alternative that offers a high degree of flexibility. To understand their behaviour and exploit

their flexibility, modeling and simulation of ESSs is crucial in using the ESSs to solve the

challenges introduced by the increased usage of photo-voltaic, wind, and other renewable

energy sources. Most industrial energy storage systems use batteries as the primary energy

storage device. This chapter reports a simplified model for the Li-ion batteries, which can

calculate the state-of-charge (SOC) and output terminal voltage, while still meeting real-

time modeling constraints of different hardware platforms. To test the model’s validity, its

outputs for both charging and discharging modes were compared with those of an existing

battery model. The accuracy and performance of the proposed model was analyzed in two

different real-time hardware architectures- (i) OPAL-RT OP4520/5030 and (ii) Typhoon HIL

603.

7.1 Introduction

7.1.1 Motivation

The proliferation of solar, wind, fuel-cell and other non-conventional energy sources has

given rise to new challenges in power systems operation. Energy storage systems are emerging

as a potential solution to such challenges. To understand their potential and limitations, it is

crucial to model and simulate such energy storage systems with accuracy. In order to perform

experiments to control the charging and discharging of energy storage systems a detailed

and accurate mathematical model of energy storage systems (ESS) is necessary. It has been

reported in [4] that the cost of ESS have decreased drastically, making their application

• Portions of this chapter previously appeared as: X. Jia, P. M. Adhikari, and L. Vanfretti,
“Cross-platform real time simulation models for Li-ion batteries in Opal-RT and Typhoon HIL,”
in IEEE Texas Power & Energy Conf., College Station, TX, USA, Feb. 2021, pp. 1-6, doi:
10.1109/TPEC51183.2021.9384928.
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economically viable, both in grid-tied and remote-systems. It is also observed that, Li-

ion batteries are the most widely used energy storage devices across all such industrially

available ESS. This highlights the need for fast and accurate modeling of Li-ion batteries,

both for their charging and discharging modes. Therefore, this chapter reports a simplified

and efficient model for Li-ion batteries, suitable for real-time simulation.

To test the accuracy of the proposed model, the work in this chapter was compared

with the battery model available in the Simulink Simpowersystems library, both in charging

and discharging modes. Because, power system operations are time-critical in nature, it is

important to test the real-time compatibility of the proposed models, so that they can be

used in the development, implementation and testing of different control schemes. In order

to test the real-time performance of the proposed model, it was implemented on Opal-RT

4520/5030 real-time simulator, and its performance was compared with an existing model. In

addition, to address the differences arising from the modeling environments of different real-

time simulators, the proposed battery model has been tested on two real-time simulators in

order to ensure its cross-platform compatibility. One of the critical features of the proposed

model is that, it is absolutely reproducible across different hardware platforms.

7.1.2 Related Works

Authors in [90] developed models and calculation methods for extracting the param-

eters of an electrical battery. Then, authors of [91] implemented those equations and built

a complex lithium-ion model containing five subsystems in Matlab/Simulink. [92] presents

LiFePO4 dynamic battery modeling for a battery simulation. Mathworks also provides an

accurate and detailed generic battery model [93], which can model four types of rechargeable

batteries. This model is suitable for off-line simulations and was used as a benchmark the

model in this chapter. However, the existing battery models mentioned pose some difficulties

when attempting to achieve real-time simulation. The authors of [94] described a real-time

battery management model of a resistance-capacitance battery, however, this model is not

generally compatible with the Li-ion batteries generally used in power systems. Furthermore,

none of the above models have been verified for cross-platform real-time simulation. Thus,

this chapter reports a simplified cross-platform lithium-ion battery model that is suitable

for real-time simulation. In [86], it was reported that the real-time simulation results can

be made similar across two entirely different real time simulators (Opal RT-4520/5030 and

Typhoon HIL) if meticulous care is taken in model implementation. However, minor but
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visible mismatches were still observed between the transient responses when the same model

was simulated across two different real-time simulator hardware architectures. To make the

model’s response consistent in different environments, the proposed Li-ion battery model

was implemented and simulated across the two different hardware architectures: Opal RT

4520/5030 and Typhoon HIL 603.

7.1.3 Contributions

• A model to emulate the behaviour of a Li-ion battery system is proposed. The model

was implemented in Simulink and the simulation results are compared with the bench-

mark battery model archived by theMathworks. The proposed model can also compute

the state-of-charge of the battery in real time

• Once the model was verified, it was prepared for real-time simulation on an Opal-RT

target. Its performance was compared with the benchmark model, when run in real

time. For this part, RT-LAB software was used.

• The proposed model was carefully migrated to Typhoon HIL family of real time sim-

ulators to ensure reproducibility and cross-platform compatibility. A sample test-case

was implemented in Typhoon, where the battery operates as part of a microgrid. This

implementation ensures the usability of the proposed battery model for simulating

real-life applications.

• The models are made available as open source software in the GitHub repository :

github.com/alsetlab

7.2 Theory

7.2.1 Review of the Real-time Hardware Platforms

The two Real Time simulator hardwares used for this analysis were (i) Opal-RT

OP4520/5030 and (ii) Typhoon HIL 603.

The OP4520/5030 uses the OPAL-RT RT-LAB software and the Artemis real-time

solver, along with the standard Simulink library. The Typhoon HIL platform uses a separate

software package, Typhoon HIL Control Center, which has its own component libraries and

can compile standard C programs to generate block level functionalities. A short summary

of the two hardware platforms is given in table 7.1.



100

Figure 7.1: The Existing Comprehensive Battery-Model

Figure 7.2: Proposed Simplified Equivalent Circuit Model for a Battery

Table 7.1: Real Time Hardwares: A Comparison of Features

RT Hardware Opal RT 4520/5030 Typhoon HIL 603

Processor Intel Xeon Quadcore 32 cores ARM R 8x2 cores
FPGA Xilinx Kintex 7 Xilinx Virtex 6
PCIe Connection 1-7 PCIe 8-Lane; 2 PCIe 4x

7.2.2 Description of the Proposed Model

As mentioned earlier, [91] reports an accurate and comprehensive model, which con-

structs a very detailed circuit to represent the behaviour of a battery. The model includes a

capacitor Ccapacity and a discharge resistor Rself−discharge in parallel with a current controlled

current source. This part of the circuit effectively models the behaviour of the State-of-

charge (battery lifetime), and the resultant voltage-parameter VSOC is used to construct the

remainder of the model. The remainder of the model contains an RC network that follows

the same modeling rationale as the models reported before in [91], [92]. This RC network

is parameterized based on the transient V-I response of the battery-system. The overall

model is shown in Figure 7.1. A voltage controlled voltage source which relates an equiva-

lent Thevenin Voltage to the State-Of-Charge is connected in series with this RC network.

However, it was observed that the contribution of this RC network is negligible for Li-ion
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Figure 7.3: Charging Mode: Performance Comparison Between the Proposed
Model and the Benchmark Model
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Figure 7.4: Discharging Mode: Performance Comparison Between the
Proposed Model and the Benchmark Model

([90],[91]) batteries.

The observation above indicates that any potential transients due to the RC constant

will be of ultra-fast nature, which would inherently limit the time-step for real-time simula-

tion. Hence, assuming that their effect is minimal, the model proposed in this work replaces

the RC components with a single series resistance Rseries. This simplified model is shown in

Figure 7.2.

This model is expected to emulate three important dynamic characteristics of a battery

system.
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Figure 7.5: Charging Mode: Terminal Voltage and SOC Variation For the
Proposed and Benchmark Models
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Figure 7.6: Discharging Mode: Terminal Voltage and SOC Variation For the
Proposed and Benchmark Models

• Capacity: Usable capacity is the total extracted energy from the battery. It decreases

with increasing discharge current, storage time and number of cycles under operation.

It is also observed to increase when the ambient temperature decreases. The capacitor

Ccapacity together with the resistors RSelf−discharge and Rseries. Ccapacity does not depend

on current variations. However, the effective SOC depends on current variations, be-

cause a variation in current leads to a variation in the voltage drop across the RSeries.

The RSelf−discharge resistor, on the other hand, models the discharge of the battery

when it is stored idly for a long time.

• Open Circuit Voltage: VOC(VSOC) is a function of VSOC as it depends on the state-of-
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Figure 7.7: Flowchart of the Proposed Model Implementation

the-charge. Open-circuit voltage VOC is the steady-state terminal voltage at a certain

SOC value.

• Transient V-I Response: The circuit parameter that determines the transient response

is RSeries. This assumes that the impact of very short time constants on the response

of the battery-system is negligible as per [91].

The battery model proposed in this chapter was implemented in Matlab/Simulink con-

sists of several parts, as shown in Figure 4, the main ones being the State-Of-Charge (SOC)

calculation and the output terminal voltage calculation. The three input parameters of the

model are Initial SOC (SOC0), Rated Capacity, and Nominal Voltage. The two outputs

are Final SOC (SOCn) and Terminal Voltage (Vt). The SOC calculation algorithm is based

on the Matlab-Simulink model as reported in [93]. After updating the final state-of-charge

from (SOC0), the new value of SOCn is used for computing the value of open-circuit voltage

(VOC). This computation is based on the following mathematical expression, first reported

in [90]:

VOC(SOC) = −1.031e−35×SOC+3.685+0.2156×SOC−0.1178×SOC2+0.3201×SOC3 (7.1)

The value of SOC is also used to estimate the value of the resistance RSeries using the

following expression:

RSeries(SOC) = 0.1562× e−24.37×SOC + 0.07446 (7.2)

Finally,the terminal voltage Vt = VOC − RSeries × IBattery, as seen from the circuit in
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Table 7.2: Performance Characterization of the Proposed Battery Model in
Opal-RT Platform

Mathworks ’ Proposed Change
Benchmark Model Model

Charging Mode
SSN: State Space Operation Count 63 71 +12.6%
SSN: Memory Usage 0.00202 Mb 0.00228 Mb +12.8%
Computation Time 0.7096 us 0.9496 us +33.8%
Discharging Mode
SSN: State Space Operation Count 45 51 +13.3%
SSN: Memory Usage 0.001448 Mb 0.00164 Mb +13.1%
Computation Time 0.6609 us 0.9565 us +44.7%

Figure 7.2.

7.3 Results

7.3.1 Model Verification and Characterization

It has already been discussed that, in order to validate the proposed model, it must be

shown that:

• The proposed battery model performs satisfactorily both under charging and discharg-

ing scenarios.

• Both the responses of the terminal voltage Vt and the state of charge SOC are accurate.

Hence, the responses of the proposed model for Vt and SOC under both charging

and discharging modes were compared with the respective responses of the Mathworks ’

benchmark model. These results are illustrated in Figure 7.3.

Observe that the terminal voltage suffers the largest discrepancy, which is due to a

high value of RSeries, this would need to be calibrated to better match the benchmark’s

results. Meanwhile other responses expose similar behaviour with minor deviations from the

benchmark.

Having determined that the proposed model has sufficient accuracy, its efficiency (in

terms of hardware consumption and speed) needs to be assessed. For this, its hardware con-

sumption for real time implementation (on Opal RT) is compared to that of the Mathworks ’

model. This comparison is summarized in table 7.2. It can be seen that the proposed model
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Table 7.3: Memory Utilization to Simulate the Battery Model in Typhoon HIL
603

Memory Used Available Utilization
Type Memory Memory (kb)

Internal Memory 48 256 19.04%
Code Segment Size 38 256 14.94%
Data Segment Size 10 256 4.10%

consumes a small additional amount of hardware resources and its speed is slower than the

Mathworks ’ model. However, it needs to be noted that the proposed model does not use

any closed and/or proprietary library-specific functions and depends only on simple mathe-

matical operations. This makes this model suitable for migration to a different platform, as

shown next for case of the Typhoon HIL-603 simulator.

7.3.2 Simulation in Typhoon HIL Platform

In order to test the cross-platform compatibility of the proposed model, it was re-

implemented in the Typhoon HIL real time simulator hardware. Details of this implemen-

tation including a detailed flow chart is provided in the github.com/alsetlab repository.

In this case, a Typhoon HIL 603 real-time simulator was used. Because only funda-

mental mathematical functions and numerical operations were used to construct the model,

it was completely independent of specialized Matlab/Simulink library functions. Thus, it

was expected that the Typhoon HIL real-time simulation results would be identical to those

Figure 7.8: Microgrid Implementation to Validate the Battery Model
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Figure 7.10: Output Current From the Battery Unit

observed in the Opal-RT platform. The responses that are summarized in Figure 7.5 affirm

this hypothesis. It can also be concluded that for both in the charging and discharging

modes, the proposed model is consistent in both platforms, i.e. compatible between Opal-

RT and Typhoon. During compilation and execution on the Typhoon platform, the memory

consumption by this model that are summarized in table 7.3.

7.3.3 Test Case: Application of the Battery Model

A sample case where the proposed battery model was utilized in a microgrid application

is presented here. This microgrid contains a diesel generator (which is part of Typhoon’s

proprietary library [95]) and a PV system utilizing the model reported in [96] alongside the

battery model presented in this chapter. The simulation was carried out in the Typhoon

HIL 603 real-time simulator. The proposed battery model was linked to an inverter designed

for connecting Li-Ion battery units to AC-grids. The details of this inverter is reported in

[97]. The block-level representation of this microgrid is shown in Figure 7.6. However, a

discussion on the detailed modeling of the individual components of this microgrid is beyond

the scope of this chapter.

While simulating the microgrid, the battery was subjected to a load increase of 12.5 kW

as shown in Figure 7.7. The battery responds to this step-change by increasing the output
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current as shown in Figure 7.8. It needs to be noted that, further studies of the transient

response of the battery output current during this step-change, as observed in Figure 8, is

beyond the scope of current work. As demonstrated in Figure 7.9, the voltage output of

the battery remains relatively constant through the entire duration of this simulation. Since

the battery is providing power to the microgrid, it is expected that the SOC of the battery

would decline steadily, which is confirmed by the simulation results demonstrated in Figure

7.10.

7.4 Discussions and Future Works

It is desirable to ensure cross-platform compatibility and model response consistency in

order to minimize the uncertainty in the simulations across different hardware acrhitectures.

In other domains of science and engineering, modern interoperability standards such as

Modelica and the FMI (Functional Mock-up Interfaces) are already in place. However,

these standards are only adopted in very few power system tools [86]. The work in this

chapter helps to motivate further the need for model portability using the Modelica and

FMI standards for power system simulation.

It is reported in [86] that the library coverage for Simulink and Opal-RT is larger than

that of other simulation platforms e.g. Typhoon HIL. It was also observed in [86] that the
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existing library models for similar components across these two different infrastructures can

give different results. Thus, in order to obtain compatible simulation models for batteries, it

is necessary to build them from the scratch. It is also highly recommended that, only simple

mathematical and numerical functions are to be used to construct new models, so to limit

platform dependencies.

The current work establishes that simplified simulation models for Li-ion batteries are

portable across different real-time simulation platforms if proper implementation is made.

figure 7.5 exhibits that the proposed model was able to generate identical simulation results

across the two different platforms. To ensure this, the charging and discharging circuits

used for experimentation was kept simple and minimal. This enabled a identical testing

environment for the proposed model, across the two hardwares. It is expected that when

the charging/discharging paths get more complicated, the proposed model’s cross-platform

performance may deteriorate.

A preliminary demonstration of the usage of this battery model is shown in the context

of a simple microgrid model. However, this part of the work needs a lot of further analysis

and studies to understand how the battery model responds to changes applied to different

blocks of the microgrid. This analysis is crucial for the validation of the proposed battery

model.

7.5 Conclusions

This chapter reported a simplified cross-platform compatible real-time simulation model

for Li-ion batteries. The model, when implemented on Opal RT real-time simulator, is com-

petitive in terms of accuracy and efficiency, while compared to a closed-source proprietary

battery model. The proposed model was then migrated to the Typhoon HIL real time simu-

lator. The real-time simulation results for this model on Typhoon and Opal RT were found to

be identical thanks to the implementation approach adopted in this work. The preliminary

testing of this model was successfully carried out by connecting it to a microgrid system.



CHAPTER 8

PRECISION TIMING AND COMMUNICATION

NETWORKING EXPERIMENTS IN A REAL-TIME POWER

GRID HARDWARE-IN-THE-LOOP LABORATORY

The growing wave of digitization in power grids is bringing increased reliance on

information and communication technologies (ICT) for the operation of the grid. Such

cyber-physical power systems (CPPS) involve the interaction of the physics of the power

grid with the performance of other engineered systems, such as communications and time-

synchronization. To understand the interplay of such interactions, experimentation is re-

quired. However, there are very limited opportunities to perform experiments on actual

CPPS systems, due to safety and security concerns. Nevertheless, the demand for more

functionalities on cyber components will continue to rise, and thus, other means to under-

stand CPPS behavior for design, implementation and testing are needed.

To address this gap, a real-time simulator-based power system laboratory was imple-

mented with the objective of facilitating experiments involving precision timing and commu-

nication networking systems which are coupled with power grid models running in real-time.

These are integrated in three layers: (a) Precise Timing Layer, (b) Communication/Network

Layer, and (c) Electrical Component Layer. This chapter reports on detailed experiments

performed on the precision timing and communication layers of the laboratory. It shows

how to couple the different layers together, and how to conduct experiments to tamper with

both the precision timing and communication layers, along with their interactions with the

simulated grid. Finally, the chapter shows how to validate the Quality of Service (QoS) rules

implemented in virtual local area networks (VLANs) in the laboratory environment when

• Portions of this chapter previously appeared as: P. M. Adhikari, H. Hooshyar, R. J. Fitsik, and L. Van-
fretti, “Precision timing and communication networking experiments in a real-time power grid hardware-in-
the-loop laboratory,” Sustain. Energy Grids & Netw., vol. 28, Dec. 2021, doi: 10.1016/j.segan.2021.100549.
• Portions of this chapter previously appeared as: H. Hooshyar, L. Vanfretti, J. H. Chow, R. Fitsik, P.

M. Adhikari, “ALSET lab: Designing precise timing and communications for a digital power grid labora-
tory,” in IEEE Power & Energy Soc. General Meeting, Montreal, QC, Canada, Aug. 2020, pp. 1-5, doi:
10.1109/PESGM41954.2020.9281808.
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using different power system communication protocols.

8.1 Introduction

This section discusses the motivation behind this research and presents a brief lit-

erature review. Additionally, it enlists the specific contributions reported in this chapter.

Section 8.2 reviews the architectural details of the laboratory. Section 8.3, describes the

experiments performed to demonstrate the cyber-physical interactions in the different layers

of the laboratory, and summarizes the observations and results obtained from those experi-

ments. The chapter concludes with a summary of the current and prospective experimental

research suitable for this kind of laboratory infrastructure.

8.1.1 Motivation

The digitization of power grid coupled with the penetration of various distributed

non-conventional energy resources has led to a different paradigm of how a power system

operates. This new paradigm reveals new challenges in the fields of monitoring, protec-

tion and communication in a power network. This has required the development of new

capabilities on the “cyber” assets to address these challenges, for example, networking and

controlling inverter-based resources (IBRs). These infrastructures has been standardized in

[98]. However, there are limited opportunities to test these new functionalities before they

are deployed into the power grid, which in turn limits the understanding of their interaction

and impact on the grid’s operation.

To verify and validate new technologies requires to perform tests in laboratory condi-

tions, researchers and engineers need elaborate testing tools that would be able to mimic the

behaviour of a power system in real-time. This requirement makes the utilization of various

real-time simulators (e.g. Opal-RT, RTDS, Typhoon HIL) relevant in context of power sys-

tems research as discussed in detail in [57]. While these high-end computing devices emulate

the physical behaviour of the power system, the extensive data communication network of a

modern power system needs to be implemented or emulated separately [99]. The analog or

digital signals generated through the real-time simulators need to be transmitted through

this network following specific protocols, like IEEE C37.118[40] and IEC 61850[100], in or-

der to run experiments that would emulate a modern interconnected digitized power system.

This makes the network configuration associated with power system experimentation crucial
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for the validity of the experiments.

With the electrical layer (consisting of real-time simulators) emulating power systems

in real-time, it is important to illustrate how those simulation results can be interfaced,

monitored and analyzed throughout the network. Moreover, in order to validate industry-

grade physical equipment (e.g. substation equipment such as digital relays [101]) within a

laboratory environment, all simulations, analog signals and measurement data need to carry

precise timing information as demonstrated in [102]. This chapter aims to illustrate these

different infrastructures are brought together within a fully functional digital power grid

laboratory, and more importantly, how the precision timing and communication networking

systems can be safely and lawfully “tampered” with by proposing and performing real-time

experiments.

8.1.2 Related Works

Simulation labs for power system research are becoming ubiquitous among major re-

search institutions. Some important examples of such laboratories were reported in [99],

[103], [104], [105], [106], [107]. However, the focus has largely emphasized the capabilities of

these implementations on grid simulation with some communication networking, leaving the

precise timing infrastructure outside of their design considerations. Precision timing becomes

critical when dealing with applications that require time-synchronization, such synchropha-

sor data applications and protective relaying. As reported in [108], the ALSET laboratory

implementation features a separate timing layer into its hierarchy, making the implemen-

tation suitable for real-time experimentation on time-critical applications. This approach

is similar to the one proposed in [109], where the authors hypothesized a functional block

based architecture for validating and evaluating smart grid functionalities. On a similar

note, the authors in [110] proposed a software driven flexible testbed for these applications.

The architecture explored in the current chapter was directly influenced by the Smart Grid

Architecture Model (SGAM) proposed in [111], and it can be visualized along three distinct

layers: (a) Precise Timing Layer, (b) Communication/Network Layer, and (c) Electrical

Component Layer. More details on the specifications and implementations of these layers

are illustrated on Section 8.2.

In related works, authors of [106] reported a full-scale laboratory implementation fea-

turing synchronous generators, physical loads (both passive loads and active loads) and
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converters. This implementation also incorporated a high-power hybrid DC-AC type power

system, for testing various smart grid applications. While this research made significant

contributions towards the development of a standalone power systems laboratory with a

fully operational networked supervisory control and data acquisition (SCADA) system, the

network implementation was not tested for various relevant power system communication

protocols and precision timing. Built upon the implementation reported in [108], the cur-

rent work specifically focuses on the protocols, networking and timing infrastructures of a

power system research laboratory. Thus, most of the efforts were targeted towards the de-

velopment and verification of fully operational time-sensitive network suited for smart-grid

instrumentation.

As reported in [112], the future smart control centers would be able to carry out data-

driven analysis over networked devices to apply control actions on various power system

components. To realize such an infrastructure in a laboratory environment, the network

implementation must be robust and it must support various networking protocols with-

out any hardware reconfiguration. The current work reports such an implementation and

presents some relevant test-cases which utilize those networking protocols. Additionally,

with the introduction of Phasor Measurement Units (PMUs) and synchrophasor technolo-

gies in the power system, incorporation of a precise timing source have become a critical

infrastructure for power system monitoring and protection. To incorporate this into any

cyber-physical power system laboratory, the devices and network within the laboratory en-

vironment must support the IEEE 1588 compliant Precise Time Protocol (PTP) as recom-

mended in [113]. The survivability and compliance-testing performed in [114] also reported

a time-synchronized interconnection. The GPS facilities incorporated within a power net-

work needs to be secured in order to ensure immunity against malicious external attacks

as reported by the authors in [115]. Such malicious attacks were studied in details, in the

context of a real-time CPS, by the authors in [116] and [117]. To tackle these issues, the

research presented in [118] proposed spectrum-sharing for wireless communication enabled

smart grid functionalities. However, because the proposed implementation in ALSET lab

utilizes wired ethernet connections instead of wireless networks, it has a comparatively safer

communication infrastructure. Apart from PTP and synchrophasor (C37.118), the power

system specific data transmission protocols, that are of crucial importance for this current

chapter are IEC 61850 (GOOSE and SV).
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As reported by the authors in [119], the IEC 61850 can be utilized to transmit seven

different types of messages, with varying speed. The fastest type of message-Generic Object

Oriented Substation Events (GOOSE) messages, which utilizes the IEC 61850 protocol for

message transmission, suitable for reporting substation events such as faults. On the other

hand, Sampled Value (SV) data transmits continuous voltage and current measurements

through the same IEC 61850 protocol, but at a lower speed. The C37.118 protocol, on

the other hand, is dedicated for transmitting time-stamped data generated through phasor-

estimation algorithms at a fixed reporting rate (i.e. 50/60, 100/120 packets per second). The

proposed laboratory implementation supports all these protocols, including PTP, GOOSE,

SV, Synchrophasor and still keeps a provision for generic TCP/IP based data transfer op-

erations within the network. Authors in [120] and [121] presented significant architectural

details of similar setups from the perspective of communication engineering. The study

presented in [122] explored the quality-of-service rules for the communications setups under

similar configurations.

In terms of experimentation, the large majority of the software used in real-time simu-

lation labs consists of proprietary tools such as the ones reported by the authors in [57] and

[99], both for device configuration as for modeling and simulation. In this work, devices are

configured with software provided by SEL (Quickset and Architect), Opal-RT (RT-LAB),

and National Instruments (LabVIEW ). However, to conduct the research in this work, other

developed within the lab were necessary. One such tool was Khorjin [123] which provides a

IEEE C37.118.2 to IEC 61850-90-5 mapping and transformation for real-time synchrophasor

data transfer. This software can be used to implement a time-synchronized hardware-based

Synchrophasor Synchronization Gateway that can ingest and process real-time synchropha-

sor data from multiple PMU-streams as reported by the authors in [124]. In this research

Khorjin and SSG were utilized to trace the latency of real-time synchrophasor data streamed

by various protection devices connected in the ALSET lab communication network. All these

software requirements are also summarized in Table 8.2. This summary provides a useful

benchmark which can be compared against the similar surveys published in [125].

8.1.3 Contributions

The main contributions of this chapter are:

• To present how an SGAM-defined architecture has been implemented for three funda-
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mental layers.

• To provide examples of experiments designed to illustrate how the electrical layer, the

network layer and the timing layer interact with each other while running tests on a

power system model. The results of those experiments are presented therein.

• To demonstrate how a precision timing network can be safely and lawfully impaired

and how the IEDs respond to timing tampering.

• To demonstrate how a data communication-network was impaired and how the IEDs

respond to such impairments.

• To show how delay tracing can be performed using a time-synchronized hardware-based

Synchrophasor Synchronization Gateway which utilizes a GPS source present on-board

for timing analysis.

• To report on experimental tests performed to demonstrate the different virtual LAN

(VLAN) networks’ operation.

• To demonstrate how Quality of Service (QoS) rules are implemented on VLANs and

to propose experiments to validate them.

8.2 Review of the ALSET Infrastructure

The electrical component layer of the ALSET lab infrastructure contains IEDs, real-

time simulators and controllers with Ethernet connectivity. This layer is self-explanatory as

there were no additional ALSET-specific configurations required for this layer. Thus, this sec-

tion only reviews and summarizes the precise timing layer and the communication/network

layer.

8.2.1 Review of the Precise Timing Layer

The architecture for the timing layer of the ALSET lab is illustrated in Figure 8.2. The

four antennas are placed on the roof of the building, which receive both Global Positioning

System (GPS) and Global National Navigation System (GNNS) signals and forward it them

to Satellite Synchronized network clocks (SEL-2488), and to a 1-to-16 GPS splitter placed

within the laboratory. The SEL-2488 clocks have the capability to extract precise timing



115

information from the GNSS signal and make it available in several formats, including pulse-

per-second (PPS), modulated and unmodulated Inter-range Instrumentation Group (IRIG)-

B signals for the IEDs in the lab to utilize. These IEDs include the Opal-RT simulators,

different SEL Relays, a SEL RTAC, and the server computer. Devices which have in-built

GPS receivers (e.g. NI-cRIOs) require the raw GPS signals instead of the IRIG-B signal.

Thus, they are fed direct GPS signals from the GPS-splitter. LMR-400 coax cables were used

for transmitting GPS signals and RG-58 coax cables were used to transmit IRIG-B signals.

All the IEDs in the laboratory were configured to receive timing information externally via

their IRIG-B inputs. It may be necessary to use additional DC blockers (e.g. MCL 15542)

and attenuators (e.g. BW-VX-1W54) to keep the signal level of the GPS signal within the

permissible limit specified by the IED that is receiving the GPS signal. These hardware

adjustments were specifically utilized for connecting NI-cRIO devices to the ALSET timing

network. On the other hand, Opal-RT simulators are synchronized through Oregano Systems

syn1588® PCIe network cards. Figure 8.1 demonstrates the user interface for the SEL-2488

substation clock, which displays its reception of the GPS and GLONASS signals from the

satelites via the antennas. GLONASS signals were not used in the experiments reported in

this chapter.

Figure 8.1: The Source of Timing Information: As Seen on the Substation
Clock GUI
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Figure 8.2: Architecture of Timing Layer for the ALSET Lab

8.2.2 Review of the Communication Network Layer

The communication network layer consists of multiple virtual LAN (VLAN) imple-

mentations which are targeted for specific types of data-transmission. This configuration

ensures that the path utilized by each type of data are virtually separated even though they

share the same physical LAN hardware (consisting ethernet cables and network-switches).

Since most of these data are time-critical and the latency needs to be minimized, the VLANs

were configured with two pre-defined Quality-of-Service (QoS) rules. These two rules defined

the priority with which a certain data type is issued a queue and the guaranteed minimum

bandwidth (GMB) of that issued queue. A summary of the specifications for the five existing
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VLANs is presented in Table 8.1. The architecture of this layer is illustrated in Figure 8.3.

More detailed descriptions of the timing layer and the network layer can be found in

[108].

Table 8.1: Specifications of the Existing ALSET VLANs

VLAN VLAN ID Priority GMB GMB of Switch Application

GOOSE 50 7 1 Mbps strict Substation Events (Breaker/Alarm)
PTP 40 6 5.2 kbps 1% Precise Timing Information
SV 30 4 480 Mbps 50% Instantaneous Transmission of Current/Voltage Measurements
PMU 20 3 5 Mbps 1% Synchrophasor Measurements following C37.118
Station 10 0 100 Mbps 10% Generic file operations (print-jobs, model-transfer)

Figure 8.3: Architecture of the Network Layer of the ALSET Lab Illustrating
all the Virtual LANs

8.3 Experiments

8.3.1 Experiment 1: Demonstration of the Different VLAN Data Types

In this experiment various data types were transmitted within the ALSET-network

and the streamed packets were captured and monitored through Wireshark. The actual



118

Figure 8.4: Wireshark Screen Captures of the Data Packets Through Different
VLANs Implemented in ALSET Lab

data-content of the streams were kept minimal, so that visualization is easier and latency

low. It can be observed in Figure 8.4 that Wireshark captures display the VLAN ID and the

corresponding priority for each data type. It can also be seen that each protocol has some

data-bytes dedicated for identifying the source which that data is coming from.

Figure 8.4 also illustrates that the GOOSE data was transmitted from SEL-421 relay

with the appropriate VLAN tag. Since the available SEL-421 is not capable of transmitting

SV-data, the representative SV-data were transmitted from OPAL-RT real-time simulator.

The PTP-data represented in the Figure8.4 was generated from a SEL-2488 Satellite Syn-

chronized Networked clock.

8.3.2 Experiment 2: Demonstrating the Three Layers of ALSET Lab Through

an Experiment

This experiment illustrates how the three layers of the ALSET lab are interconnected

and how they interact in the context of a simple experiment. The overall configuration, and

a set of representative observations for this experiment is shown in Figure 8.5.
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Figure 8.5: Illustration of a Simple Real-time Experiment that Utilizes all
Three Layers of the ALSET Lab Hierarchy

Experiment Configuration:

The electrical layer consists of an OPAL-RT real-time simulator which hosts a pro-

gram that generates three phase analog voltages (0-0.5V range) on its output pins. These

analog signals are then connected to the SEL-421 relay’s low voltage AMS interface through

a IDC34P-B breakout board. The SEL-421 relay estimates the phasors corresponding to

the analog voltages based on its internal CT and PT settings, and transmits those phasor

measurements at a reporting rate of 30-60 packets per second utilizing C37.118 protocol

through the ALSET lab VLAN network. The NI cRIO hardware (connected to the same

VLAN) uses the Khorjin package to decipher the data enclosed in the C37.118 protocol in

real-time, and displays them over the GUI designed on LabVIEW. The uniqueness of this

setup is, unlike traditional PDCs the cRIO hardware utilizes an on-board receiver for GPS

signal, making the architecture suitable for timing-analysis and timestamp-tracing.
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Experiment Results:

This is how the network layer of the lab is utilized by an experiment in real-time. The

cRIO, which runs the Khorjin package to unwrap the synchrophasor data, receives the GPS

signal on the NI-9467 GPS module through the RMS-116 GPS splitter. The effective output

of this experiment is dependent on the magnitude of the analog signals generated from the

OPAL-RT Real-time simulator and the internal CT/PT settings of the SEL-421 relay. This

output can be visualized on a LabVIEW based GUI proposed and designed by the authors

in [123] and [124].

Possible Adjustments for cost-reduction:

It is possible to run similar tests with a much simplified electrical layer. Instead of

generating low-voltage analog signals from a real-time simulator, it can be possible to gen-

erate multiple sets of low-voltage analog signals using embedded microcomputer kits like

Raspberry Pi or Arduino, and test the communication and timing infrastructures. Addition-

ally, it is possible to replace the extensive Antenna-network of the reported laboratory, with

low-cost USB GPS receivers. These adjustments will put a lot of geographical restraints on

the setup, and make the system less flexible. However, they would reduce the cost of the

system-development to a great extent.

8.3.3 Experiment 3: Tampering With the Network Layer

In this test the communication/network layer of the ALSET Lab is tampered with a

communication network emulation device. However, in order to compare the data obtained

through different synchrophasor streams (both through tampered and untampered networks)

it is required to implement a device that can parse and aggregate and multiple streams of

PMU data in real-time. To this end, a Synchrophasor Synchronization Gateway device was

designed and implemented. The design and implementation of this device is presented in

Section 9. A test using ALSET laboratory’s infrastructure, which deals with receiving power

system measurement data through a tampered network is presented in Section 9.3.3.

8.3.4 Experiment 4: Tampering With the Timing Layer

Impairing the timing layer is more challenging because it is unlawful to tamper with

GPS signals, and thus, it is not possible to directly affect the signal received by the GPS
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Figure 8.6: Observing the Corrupted Timestamp of SEL-421

Figure 8.7: Experimental Setup to Tamper with the Precise Timing Layer of
the ALSET Lab
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Figure 8.8: Experimental Synchrophasor Observation After Tampering the
Timing Layer

antennas. Hence, this section shows how timing can be safely and lawfully impaired for

experimentation. The only lawful way to tamper with the precise timing layer is to generate

an alternate source of timing signal in the IRIG-B format. The authors in [117] presented

how mock IRIG-B signal can be generated through the output ports from the Opal-RT

simulator. In this research, an IRIG-B signal was generated following the same technique.

Experiment Configuration:

In this experiment, two different models were simulated on the OPAL-RT hardware.

The first one generated low voltage analog signals as described in Experiment 3. The second

model is used to generate dummy IRIG-B signals to one of Opal-RT’s digital output ports.

This port was connected to one of the SEL-421’s IRIG-B input. Thus, this SEL-421 PMU

does not have access to the satellite synchronized precise clock, but it reads time from a

synthetic IRIG-B signal which is configured to represent a time in the year 2014. An example

of such tampering is shown in Figure 8.6. It can be seen in this figure that the tampered

IRIG-B signal is translated into a wrong time from the year 2014, while the experiment

was performed in March of 2021. The configuration of the overall experiment is shown in

Figure 8.7. Both the actual and corrupt IRIG-B signals are represented in light blue lines,
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Figure 8.9: Effect of the QoS Priority Rule, Under Varying Network
Bandwidth

and the PMU streams travelling through VLAN-network is represented in dark blue lines.

The electrical part of this experimental setup, which generates the analog voltage signals is

represented by red lines.

Experiment Results:

The two synchrophasor streams would still read the same voltage signals with the exact

same magnitude and frequency. However, since the timing-source of one of the streams is

corrupted, it will fail to compute the phasor-angles correctly, as shown in Figure 8.8.(a) while

Figure 8.8.(b) presents the correct phasor measurements from the SEL-421 relays.The GUI

used for monitoring these measurements in real-time was implemented in LabVIEW. The

phase angle mismatches can be observed directly on this GUI.

8.3.5 Experiment 5: Validating the QoS Rules for the Network

The QoS rules configured for the VLANs are verified in this experiment. These rules

were first introduced in [108] and based on those rules the priorities and guaranteed minimum

bandwidths (GMB) were specified. Two different experiments were performed to validate

the QoS rule related to the priorities of the VLAN networks, and to validate the Guaranteed

Minimum Bandwidth of those networks, respectively.
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Figure 8.10: Experimental Setup to Demonstrate the QoS Rules

8.3.5.1 Experiment 5(a): Validating the QoS for Priorities of VLANs

It can be seen from Table 1, that GOOSE and PMU VLANs consume a similar range

of bandwidth, but with different priorities. The objective of this experiment is to validate

the priorities between these two VLAN networks.

Experiment Configuration:

The network is utilized to transmit both PMU and GOOSE data initially. By using

the functionalities provided by CandelaTech Lanforge, the total bandwidth of the network

was then reduced from 1 Gbps to 256 Kbps, and the priority with which the two data-types

were handled was monitored. The experimental setup is shown in Figure 8.10

Experiment Results:

The experimental protocol for this test can be divided into 2 phases as described below,

along with the obtained results.

• Phase 1: Phase 1 spans from the initiation, up to 400 seconds as shown in Figure

8.9. During this time, PMU and GOOSE data are streamed through the same channel

utilizing different VLAN specifications. The bandwidth of the channel is the maximum

possible bandwidth of the network, i.e. 1 Gbps. Under this operating condition, all

the GOOSE and PMU packets will be successfully transmitted through the network.
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Figure 8.11: Effect of the QoS Guaranteed Minimum Bandwidth Rule Under
Varying GOOSE-Data Stream

However, since the PMU message frames contain more bits than the GOOSE message

frames, it can be seen that the majority of bandwidth is being utilized for transmitting

PMU data (green plot).

• Phase 2: Phase 2 spans from the end of phase 1 (i.e. around 400 seconds) to 800

seconds as shown in Figure 8.9. At the end of Phase 1, the bandwidth of the network

was reduced to 256 Kbps by utilizing the Lanforge Manager software package. It can

be seen from Figure 8.9 that upon the imposition of this bandwidth restriction, the

data-transfer through the PMU VLAN was drastically reduced, even though the data-

transfer through the GOOSE VLAN was unaffected. This observation demonstrates

that the GOOSE VLAN has a higher priority according the proposed QoS, and thus

GOOSE transmissions are prioritized over PMU ones.

8.3.5.2 Experiment 5(b): Validating the Guaranteed Minimum Bandwidth for

the VLANs

It is demonstrated in Table 1, that all VLAN networks have certain guaranteed mini-

mum bandwidths. This means that even when there are higher priority data waiting in the

queue, the data with lower priority VLAN would still be guaranteed a minimum bandwidth

so that it does not get starved by the higher priority data. This experiment demonstrates

the effect of this minimum bandwidth in data transmission through the ALSET network.
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Experiment Configuration:

For this experiment, the SEL relay and the PMU are configured to stream GOOSE

and PMU streams in parallel. In this situation, the network’s maximum capacity is set

at 64 Kbps. Initially, this bandwidth is large enough to accommodate both these streams.

However, the GOOSE data-load is increased by modifying the GOOSE-data packet’s con-

figuration from the SEL AcSELerator Architect software, twice at t=200 seconds and t=600

seconds, and then the observations are noted.

Experiment Results:

The experimental observations for this test can be divided into 3 phases as described

below, along with the obtained results.

• Phase 1: From t=0 second to 200 seconds in Figure 8.11, both PMU data and GOOSE

data are streamed in parallel. The networks bandwidth of 64 Kbps was large enough

to stream both these data-streams without any issues.

• Phase 2: This duration begins at 200 seconds and lasts till 600 seconds in Figure

8.11. At t=200 seconds, the load for GOOSE-data is increased. To incorporate this

increased load of GOOSE stream within the same network of 64 Kbps capacity, the

PMU data-stream reduced its transmission rate. This is because GOOSE VLAN has

higher priority and the network has low bandwidth.

• Phase 3: This duration begins at 600 seconds and lasts till the end of this experi-

ment as shown in Figure 8.11. At t=600 seconds, the GOOSE-data load is increased

furthermore. Since, bandwidth is still kept constant at 64 Kbps, it was expected that

the PMU transmission would reduce furthermore compared to what was observed in

phase 2. However, the PMU VLAN transmission remained unaffected, even though the

GOOSE transmission was increased. This can be explained by the fact that the PMU

VLAN was operating at its guaranteed minimum bandwidth, so it would not operate

at a lower bandwidth, even though there were higher-priority GOOSE data on queue.

8.3.6 Analysis and Synthesis of Experimental Complexity

The authors’ experience in conducting these experiments reveals that while it is possible

to conduct CPPS experiments safely and securely in the implemented laboratory setting, all
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Table 8.2: Reviewing the Complexities of the Performed Experiments

Expt Objective Complexity Software Requirement Hardware Requirement Comments

1 Validating the VLANs Low WireShark, SEL Quickset SEL-421/Opal-RT Source of the data varies
based on VLAN choice

2 Introducing the 3 layers of the lab Medium RT-Lab, WireShark, Opal-RT Simulator, NI-cRIO,
LabVIEW Antenna

3 Tampering Communication Medium RT-Lab, Lanforge, Opal-RT, CT-910, NI-cRIO
Network LabVIEW

4 Tampering Timing Network High RT-Lab, SEL Quickset, Opal-RT Simulator, SEL-421 Additional GNC Cable
LabVIEW NI-cRIO, Antenna needed

5(a) Demonstrating the QoS rule-a High RT-Lab, SEL Quickset, Opal-RT, CT-910, SEL-421, The network bandwidth
Lanforge, LabVIEW NI-cRIO needs to be carefully

5(b) Demonstrating the QoS rule-b High RT-Lab, SEL Quickset, Opal-RT, CT-910, SEL-421, configured by Lanforge
Lanforge, LabVIEW, NI-cRIO for each run.
SEL Architect

technologies involved make the experimental configuration process time-consuming and hard

to automate. In addition, there is a steep learning curve to master all the “cyber” know-

how together with power grid understanding. This poses a major challenge for verification,

testing and validation of cyber-components and systems that need to be deployed in the

power grid to support the on-going energy transition. More efforts are needed in making

experimental testing more efficient and reproducible to keep up with the rate of innovation

in new functionalities being developed in the “cyber” side so to facilitate, not only their

adoption without unwanted consequences, but also for the “physical” side to fully exploit the

benefits of increased digitization. It needs to be noted that, the experiments demonstrated

in this research required expensive equipment such as industrial relays, real-time simulators,

and NI cRIOs. Additionally, the auxiliary infrastructures(e.g. arrangement of LMR cables,

proper connection of GNC cable to attenuate/amplify the signal level, placement of antennas)

take significant amount of time to procure, deploy and setup. In an attempt to formalize,

synthesize and grade the challenges involved in the experiments reported in this chapter, the

experiments were classified into three categories based on their complexity in Table 8.2. It

is noteworthy to mention that, the proposed experiments are only designed to demonstrate

the functionalities of the laboratory. An experiment to simulate and test real-world power

system problems (as demonstrated in [107], [127]) increases complexity.
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8.4 Conclusions

This chapter reported the design and results from experiments of the precision timing

and communication network layers of a cyber-physical power system simulation lab imple-

mented at Rensselaer Polytechnic Institute. The experiments demonstrate how these two

layers can be safely and lawfully tampered with, which can allow to better understand the

interactions between different engineered systems of a cyber-physical power grid. Addition-

ally, the VLAN network and its corresponding QoS rules were demonstrated by streaming

predetermined set of data.

The results of the experiments reported in this chapter validate the proposed SGAM-

based architecture for digital power system simulation labs in [108]. While more extensive

laboratories targeted for similar experiments exist in U.S. National Labs [99] and the in-

dustry [126], most of those implementations are too expensive and/or complex for most

research/academic purposes. The implementation proposed in this work requires less re-

sources and is suitable for teaching and training students and engineers alike. Section 3.2

proposed some major simplifications on the existing architecture, which can reduce the cost

of the implementation drastically. The proposed simplifications however, are only valid for

demonstrations at the lab scale because of the restrictive nature of the low-cost equipment.

This implies that all the experimental demonstration on such low-cost systems would ul-

timately need to go through the expensive product development process before they can

actually be utilized in a real-world grid setting.



CHAPTER 9

IMPLEMENTATION OF SYNCHROPHASOR

SYNCHRONIZATION GATEWAY & CONTROL

ARCHITECTURE

Phasor Data Concentrators (PDC) receive and time-synchronize phasor data from

multiple phasor measurement units (PMUs) to produce a real-time, time-aligned output

data stream. PDCs are expected to handle large sets of data and may consume substantial

hardware resources in terms of memory. In this chapter, an alternative hardware architecture

is proposed which can read & extract multiple PMU streams in real-time. This proposed

hardware is referred to as the Synchrophasor Synchronization Gateway (SSG).

This chapter presents the development and preliminary applications of this hard real-

time Synchrophasor Synchronization Gateway (SSG) hardware. The architecture of the SSG

hardware is based on National Instruments’ Compact Reconfigurable Input-Output (cRIO)

platform. It utilizes the Khorjin library [123] which is able to receive and parse synchropha-

sor data from a PMU/PDC based on IEEE C37.118.2 protocol. A fully functional PDC

is expected to store and publish PMU data. The proposed real-time hardware prototype,

however, does not store data, as its goal is to provide essential synchronization and ag-

gregation functions to be used by protection and control devices. Hence, this prototype is

described as a Synchrophasor Synchronization Gateway (SSG) instead of a PDC. In this

chapter, elementary tests related to timing, delay and reliability are performed on the SSG,

and the results along with the observed issues are reported. The SSG was tested with PMU

streams generated from Opal-RT real-time simulators, SEL-421 protective relays, and Na-

• Portions of this chapter previously appeared as: P. M. Adhikari, H. Hooshyar, R. J. Fitsik, and L. Van-
fretti, “Precision timing and communication networking experiments in a real-time power grid hardware-in-
the-loop laboratory,” Sustain. Energy Grids & Netw., vol. 28, Dec. 2021, doi: 10.1016/j.segan.2021.100549.
• Portions of this chapter previously appeared as: H. Hooshyar, L. Vanfretti, J. H. Chow, R. Fitsik, P.

M. Adhikari, “ALSET lab: Designing precise timing and communications for a digital power grid labora-
tory,” in IEEE Power & Energy Soc. General Meeting, Montreal, QC, Canada, Aug. 2020, pp. 1-5, doi:
10.1109/PESGM41954.2020.9281808.
• Portions of this chapter previously appeared as: P. M. Adhikari and L. Vanfretti, “Delay analysis of

a real-time hard reconfigurable synchrophasor synchronization gateway,” in IASTED Int. Conf. Control &
Optim. of Renewable Energy Syst., Annaheim, CA, USA, Dec. 2019, doi: 10.2316/P.2019.859-008.
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tional Instruments’ cRIO based PMUs. Once the SSG hardware was tested, it was extended

to incorporate real-time control functionalities. This modified hardware is referred to as

the Synchrophasor Synchronization Gateway and Controller (SSGC). The SSGC hardware

was utilized to architect a partially decentralized control framework for microgrid applica-

tions. A microgrid model developed in Typhoon HIL 604 real-time simulator was used to

validate the SSGC control architecture. A network-tampering device was introduced in the

network to test the robustness and resilience of this proposed architecture when subjected

to communication network impairments.

9.1 Introduction

9.1.1 Motivation

Phasor Data Concentrators (PDC) are integral part of modern synchrophasor measure-

ment systems. PDCs are expected to receive, parse, allign, store and publish measurement

data from field PMUs. They are expected to be compatible with synchrophasor transmis-

sion protocols such as IEEE C37.118.1/ 2 and substation automation protocols such as IEC

61850-90-5. However, existing PDC hardware architectures, fail to comply with hard real-

time control requirements. As reported in literature [128]-[130], most implementations are

purely on the software level, and needs extensive testing in terms of real time performance.

In [131] the authors have proposed a similar platform for WACS applications, for a single

PMU stream. This chapter reports implementation and testing of a synchrophasor synchro-

nization gateway with multiple concurrent PMU/PDC streams, which makes it an attractive

infrastructure to be used in WACS and WAMPAC applications. This chapter reports a hard

Synchrophasor Synchronization Gateway (SSG) implemented in both real-time software

and real-time hardware that performs the most essential functionalities of an industrial

PDC, except data-publishing and storage as the main goal is to provide synchronization and

aggregation services for the real-time controls and protection.

In recent years, the rapid development in the areas of distributed energy resources,

such as PV and Li-ion Batteries has led to an increase in the research efforts towards the

development of microgrids. ’Microgrids’ - as defined by the International Electrotechnical

Commission (IEC) in [132] are - groups of interconnected loads and distributed energy re-

sources with defined electrical boundaries forming a local electric power system at distribution

voltage levels, that acts as a single controllable entity and is able to operate in either grid-
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connected or island mode. The monitoring, protection, and control of microgrids have been

an interesting research area for the past decade. Because microgrids are typically supported

by distributed energy resources (DERs), they involve a significant amount of power electronic

hardware and the sophisticated control systems associated with those power electronic cir-

cuits. This is addressed by the literature in [8] and [12].

The central motivation of extending the SSG architecture into the paradigm of control

functionalities is to utilize the time synchronized measurements obtained from the PMUs

to seamlessly control the power electronics based distributed energy resources (DERs) that

are used to construct the microgrid. The survey in [13] demonstrates that the design of a

functional control system for microgrids needs to be hierarchical. This architecture allows

for the proposed SSG to incorporate parts of the microgrid control functionalities to run on

a synchrophasor synchronization gateway hardware, while the remaining control actions are

implemented locally within the individual DERs. To this end, the SSG design is extended

into a prototype Synchrophasor Synchronization Gateway & Controller (SSGC). This SSGC

was tested with a real-time microgrid implementation on real-time simulator (Typhoon HIL-

604).

The SSG/SSGC implementation is carried out based on the compact reconfigurable

input-output (cRIO) devices. The underlying cRIO hardware is configurable by a graphical

interface designed in the LabVIEW environment. This architecture is user friendly in terms

of configuration, display and hardware management.

9.1.2 Related Works

Because, the proposed SSG performs the tasks traditionally performed by a PDC, the

literature review consists of past research that dealt with PDC implementations. The work

illustrated in this chapter extends the library presented in [123] for unwrapping PMU data

in the proposed prototype SSG. The functions of this library are written in C and compiled

into a dynamically linked library using National Instruments’ CVI infrastructure. Concern-

ing PDC design, [129] presented important proposals in terms of standardization of the

measurement architecture. It also dealt with the problems of accurate time synchronization

and management of data-loss scenarios. Even though this work was crucial in terms of stan-

dardization, it did not propose any feasible hardware implementation that can meet hard

real-time control requirements at the sub-second level. These standardization efforts were
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further extended by the authors in [130]. Authors in [128] experimented with Raspberry

Pi-based hardware architecture for PDC implementation. Their work was successful in im-

plementing a functional PDC, but the performance analysis in terms of time-synchronization,

latency, reliability were not reported. [133] presented comparisons between the existing open

source PDC software systems. The authors in [134] proposed and compared PDC network

architectures in a real life industrial scale networks in Switzerland and Netherlands.

In the domain of control system design for microgrids, the authors in [13] surveyed

and classified the existing control strategies into three different classes depending on the pri-

orities, time-scales and required speed of the various control actions. To elaborate further,

the primary control class consists of the fastest control actions including voltage and current

control algorithms for the individual DERs. The secondary control class evaluates the power

flows to and from the different existing DERs, and helps the microgrid navigate between

the islanded and the grid-tied modes. The secondary control class tackles slower dynamic

responses (e.g. power flow) compared to the primary control class. Finally, the tertiary con-

trol class consists of supplementary control algorithms sitting on top of both primary and

secondary classes of control, and enables the microgrid to operate in an financially optimized

fashion. The research reported in [135] demonstrated significant efforts of standardization

across these three classes of control systems in microgrids. The authors in [136] explored

the utilization of synchrophasor data to monitor microgrids and to increase the reliability

of measurement data. To this end, this research proposed an Advanced Phasor Data Con-

centrator (APDC) hardware which is capable of operating under a tampered network and

estimate missing data points in the synchrophasor streams. However, this hardware was

not time synchronized and the reported experiments were performed by a programmable

voltage source, instead of RT-simulation models of microgrids. The experiments reported in

[137] illustrated a synchrophasor based control architecture for microgrids, where the syn-

chrophasor data is used to formulate reduced order dynamic models for the DERs within the

microgrid, and used those models to seamlessly navigate the microgrid between the islanded

mode and the grid tied mode. Researchers in [138] demonstrated the utilization of adaptive

network management tools within the PDC to compensate the network delays between the

PDC and the individual PMUs.
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Figure 9.1: An Overview of the Hardware and Software Components for the
SSG Implementation

9.1.3 Highlights of This Chapter

• The application and extension of a C-based library to receive and parse synchrophasor

data from a PMU/PDC to construct multiple receiver threads inside the proposed

prototype SSG.

• Implementation and testing of the proposed SSG prototype using multiple concurrent

PMU streams, and characterizing its reliability and performance.

• Stress-testing of the SSG prototype by introducing network traffic and characterizing

its performance under varying network conditions.

• Extension of the SSG hardware to incorporate rudimentary control actions for micro-

grids. This updated prototype is referred to as the SSG Control (SSGC) hardware.

• Utilization of the SSGC hardware to monitor and control a microgrid model running

in real-time on the Typhoon HIL 604 simulator.

• Stress-testing the SSGC by introducing network delay and data-drops. In that process,

the robustness of the SSGC based control system for the microgrid is evaluated.
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Figure 9.2: Block Diagram of the Experimental Setup for Test Case 1

9.2 Proposed Hardware & Software Framework for SSG/SSGC

Architecture

This section introduces the components in the hardware and software layers of the

proposed SSG prototype. These components are illustrated in Figure 9.1.

Figure 9.3: Photograph of the Experimental Setup
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9.2.1 Software Components

The software architecture utilizes National Instruments’ virtual instrumentation (VI)

infrastructure. In general, there are two top level VIs. One of them runs on the real time

processor, and the other one runs on a Spartan 6 FPGA inside the cRIO chassis. The VI

that runs on the real time processor (Khorjin PDC.vi in Figure 9.1) has all the function-

alities for networking, parsing and processing. These functionalities are used to connect with

different PMUs and to unwrap the PMU data being received. The extension of the code

which provides control functionalities for the microgrid are also added to this part of the

code. All the functionalities (except the control functions) were encoded in standard C, and

were converted into a dynamic library using National Instruments Windows CVI tool-chain.

The source code are also tested with Microsoft Visual Studio and Eclipse, however the use

of the CVI tool-chain was observed to be the most reliable and was ultimately recommended

by NI. An additional .cpp file was written to configure the connection settings for each of the

PMUs that communicate with the gateway. This file, along with an appropriate header, were

converted into dynamic libraries, which are used by the SSG VI running on the RT processor

of the cRIO hardware. The VI running on the FPGA communicates with the C series NI

9467 GPS module and provides the time-stamp which will enable the delay computations

within the hardware.

9.2.2 Hardware Components

In addition to the software components described above, the SSG has appropriate

physical hardware to enable the functionalities of those software components. The two

Figure 9.4: Frequency Measured in PMU (white) and the Measured Frequency
Received by the SSG (green)
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Figure 9.5: Timing Diagram of the Experimental Setup

major components of the hardware are (a) RT processor Intel Celeron U3405 of the cRIO

9081 chassis and (b) Xilinx Spartan 6 LX 75 FPGA. The RT processor runs Microsoft WES

7 Runtime OS. All the C37.118 functionalities along with the control algorithm, and the

TCP communication interfaces run on this part of the hardware. On the other hand, the

Spartan 6 FPGA interacts with the NI 9467 GPS module to acquire the latest time-stamp,

and sends this time-stamp to the WES7 OS running on the real time processor for further

use.

9.3 Experimental Case Studies and Analysis

In order to validate the operation of the SSG and the SSGC prototypes, real-time ex-

periments were performed. In this section, four different test-cases are demonstrated. In the

first test-case, the SSG hardware is utilized to monitor multiple PMU streams in real-time.

These PMUs are electrically connected to a low-voltage configurable analog signal generator

as introduced in chapter 3. The second test case introduces user-controlled delay in the

network between the PMU and the SSG. The performance of the SSG is then evaluated
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under these conditions. The third test case demonstrates the real-time synchrophasor data

aggregation through the network, and explores a possible application of this infrastructure.

The fourth and final test utilizes the power system models described in chapters 5 and 6 to

construct a real-time simulation model of a microgrid. Then, the SSG hardware is utilized to

monitor this microgrid in real-time through multiple synchrophasor streams. The SSG hard-

ware is updated to incorporate parts of the real-time control system for the microgrid, based

on the measurement-data received through synchrophasor streams. This updated hardware

is referred to as the SSGC hardware, which is tested under varying network conditions in

this final experiment.

9.3.1 Test case 1: Usage of SSG Hardware to Parse PMU Streams

To analyse the performance of any prototype PDC/SSG, more than one PMU is re-

quired. In this test case, the PMUs used were implemented on three separate compact RIOs

(one cRIO 9082 and two cRIO 9068). The basic design of these PMUs were obtained from

National Instruments ‘Advanced PMU Development System’ [139] . Those designs were

compiled and synthesized on NI’s high performance computing server using Xilinx ISE syn-

thesis toolchain. As seen from the diagram in Figure 9.2, a TCP network is used to interface

these PMUs to the SSG hardware. The PMUs and the SSG running on the cRIO devices are

expected to be discoverable by one another, since they are under the same subnet mask. It is

important to note that, the cRIOs can talk to each other, via the physical TCP/IP network

through their own respective ports. In this particular case, the SSG on the cRIO-9081 was

interacting with the PMU1 on cRIO-9082 via port 4712, with PMU2 on cRIO-9068 via port

4713 and with PMU3 on cRIO-9068 via port 4714.

With all of this network setup completed, some electrical disturbances (e.g. step

changes, frequency change, voltage phase/magnitude modulation) can be easily provided

inside any of the programmable signal generators, for the sake of experimentation. To per-

form such experiments, the PMUs need to be fed with legitimate 3 phase signals in order

for them to produce any meaningful output stream. To this end, three sets of configurable

time synchronized balanced 3 phase analog voltage/current signals were connected to the

individual PMUs which feed the SSG running on the cRIO 9081 device. An additional cRIO

9068 hardware was used to generate these three programmable balanced three phase signals.

This signal generation utilizes NI 9263 C series analog output modules and the analog signals
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were configured using a LabVIEW GUI. A picture of the hardware used for this experiment

is shown in Figure 9.3.

For testing, the entire experiment was configured to run for several days, to make sure

the TCP communication would not abruptly break or saturate. Upon rigorous testing, it was

concluded that, the proposed architecture was stable, and can support multiple PMUs (up

to 3 were tested), connected over a network. The first test for validating the SSG prototype

was to verify whether the communication is continuous, real-time and accurate. It needs

to be noted, that the data observed in the SSG may suffer a lack of accuracy because of

occasional data drops over the TCP network from PMU to SSG. It is also important to

note that, a reduction in the transmission rate can lead to a more reliable communication,

however, it will sacrifice the resolution offered to the SSG. To illustrate, in Figure 9.4, the

PMU (white) reports the frequency at a rate of 50 samples/second. However, the reporting

rate is set to 20 samples/sec, thus the SSG reads only 20 samples every second, as shown by

the green plot in Figure 9.4.

For delay analysis purposes, the SSG implementation requires to receive an accurate

time-stamp from the GPS antenna through the NI 9467 GPS synchronizer, as well as time-

stamps from each of the individual PMUs. The SSG communication functions run on the

real time processor of the cRIO 9081, while the Spartan 6 FPGA inside the cRIO runs the

program to receive the GPS data. This part of the hardware is shown in the block diagram

of Figure 9.2. It can be seen that GPS antennas also provide the 3 PMUs running on the

cRIO 9082 and cRIO 9068 devices with their own time references via three NI 9467 GPS

acquisition modules.

The reference timing diagram for the experimental setup is shown in Figure 9.5. PMU1

measures data at time t1, whose phasors have a corresponding time-stamp TS1. PMU2

measures data at time t2, with corresponding time-stamp TS2. PMU3 measures data at time

t3, with corresponding time-stamp TS3. All these measurements are sent to the SSG. The

SSG will read any data at time tP with corresponding time-stamp TP . TP will be greater

than T1, T2 and T3, because the SSG receives data that will be imminently delayed. For a

given data snapshot, three new variables are defined as follows.

∆1 = TP − TS1,∆2 = TP − TS2,∆3 = TP − TS3 (9.1)

In the sequel, ∆1 ∆2 and ∆3 are analyzed to characterize the performance of the
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Figure 9.6: Networking Infrastructure to Tamper a PMU-SSG Network
Utilizing the CT-910 Network Traffic Generator

SSG setup. The PMU with the shortest delay can be found very easily. When more than

three PMUs connected to the SSG, it would be necessary to implement a sorting algorithm

to find the shortest-delay PMU connected to the SSG. In neutral test conditions ∆1, ∆2

and ∆3 exhibited similar characteristics. NI’s Network Published Shared Variable (NPSV)

library was used to measure and compute these delays. With this test conditions, the three

aforementioned delays were characterized by the statistic reported in table 9.1. Afterwards,

the experiments were performed without the NPSV infrastructure as well.

Table 9.1 clearly shows that the network is largely uniform across all three communi-

cation links. Hence, the next experiments on delay were performed only for PMU 1, as all

three PMU-SSG links will behave similarly under the studied network conditions.

9.3.2 Test case 2: Evaluating the SSG Under Network Delay

To test the proposed SSG prototype’s reliability, a configurable network traffic gener-

ator CandelaTech CT-910 [140] was used. Using the CT-910 device, additional delays were

Table 9.1: Delay Statistics for All the PMUs (NI Network Published Shared
Variable Used for Measurements)

∆1 ∆2 ∆3

Mean (s) 0.0481 0.04726 0.04824
Standard Deviation (s) 0.0199 0.02065 0.01945
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introduced in between the PMU and the prototype SSG. In figure 9.6, the insertion of the

CT-910 network traffic generator within the existing network is graphically shown. The

network traffic generator is capable of introducing a user-configurable delay between the two

networks. The CT-910 runs a standard Linux operating system, and is capable of modifying

its own internal communication network architecture dynamically. This can be performed

from a networked GUI, or by directly running shell-commands on the operating system of

the network traffic generator.
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Figure 9.7: Example of 100 ms Delay Injection in the Communication Link

In this particular test, artificial delays were introduced in between PMU1 and SSG

prototype. To introduce artificial delays, CT910 Network Traffic Generator was reconfigured.

The CT910 has a configurable GUI which can tamper with the network between the two

ports where PMU1 and SSG prototype were connected, respectively. In Figure 9.8, the

GUI is for the network-reconfiguration software is shown. It can be seen that the network

between the two ends are closed (black) and the network is functional (45M-clean). It can

incorporate user specified network traffic, as shown by the green lines ( 45M-random and

45M-impair). In Figure 9.7, a sample network impairment (by a delay injection of 100

ms) for a duration of 10 seconds is shown.

Figure 9.9a shows the plots with variable amounts of network delay injected in between

the PMU1 and the SSG prototype. It is interesting to note that, with 50 ms delay injected

(blue plot), the actual average PMU1 to SSG delay is close to 90 ms. This gives an indication

that the network itself has an intrinsic delay of about 40ms. To validate this hypothesis, from
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Figure 9.8: Tampering the Network Between PMU1 and the SSG
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Figure 9.9: PMU1 to SSG Delay Under Varying Injected Delay: (a) Measured
Absolute Delay Between PMU1 & SSG After Variable Additional
Network Traffic Injection (b) Estimated Pass-through (EPT) Delay
for PMU1 to SSG Delay After Variable Additional Traffic Injection

all the delay plots of Figure 9.9a, the injected delay is subtracted (i.e. if the injected delay is

500 ms, 500 ms is subtracted from all observations). This newly obtained delay-parameter

is refered as the Estimated Pass-through (EPT) delay from here onward.

The EPT delays for three different values of fixed injected delay (50ms, 100ms, and

500ms) are plotted in Figure 9.9b. It can be seen that, the intrinsic delay of the path is fairly

similar for all three configurations. Upon additional experimentation, it was also observed,

that even without any injected delay, the network exhibited an average PMU1-to-SSG delay

of 47 ms over a run-time of 4 hours.

To investigate further, histograms for all the delays (both Measured Actual values and

EPT values) with varying injected delays are shown in Figure 9.10, along with the delay of

the system when the network is set in pass-through mode (i.e. no injected delay). When

normal distributions were fitted through the histograms of their corresponding Estimated

Pass-through (EPT) delays, it was be observed that, the histogram gets wider as the injected
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Figure 9.10: Histograms for Measured Delay in Different Network Traffic
Injections
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delay increases. Figure 9.11 shows the fitted distributions of the EPT delay-histograms for

these observations.

In order to reduce this delay, two changes were made to the network (i) the PMU-SSG

interconnect was reconnected with crossover cables, (ii) all instances of NI Network Published

Shared Variables were removed. Once, these changes were made, the actual time of execution

of the SSG algorithm and data-transmission protocols should be the only component present

in the total delay.

However, without the presence of shared variables, the measurement procedure becomes

more difficult. To measure precise time-stamps in this new setting, time-stamps are converted

to numbers and sent through the “analog” channels of the PMU which are part of the

C37.118.2 protocol. However, it was observed that the “analog” field of the C37.118 protocol

is not the most efficient and reliable method to transmit timestamps. In this new setting,

the delay between the PMU1 and the SSG prototype is observed. A standard plot of the

reduced delay is shown in Figure 9.12a. Table 9.2 exhibits the improvements observed in
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Figure 9.12: Real-time Delay Measurement With No Injected Delay, and With
Very High Injected Delay: (a) PMU1 to SSG Delay Without Using
NI Network Published Shared Variable (b) Absolute PMU1 to
SSG Delay With Very High Delay-injection (750 ms)

terms of timing when compared to the results in table 9.1.

In order to stress the system, the injected delay was increased from 500 ms to 750

ms. As shown in Figure 9.12b, it was observed that, with such a high injection of delay, the

network becomes unstable and breaks the communication link between the PMU and SSG

after a few seconds. In fact, this phenomenon was observed, whenever the injected delay was

more than 600 ms. It can thus be concluded that 500 ms is the maximum possible delay that

can be injected into the network without compromising the reliability of the communication

system.

9.3.3 Test Case 3: Dynamic Measurements Through Tampered Networks

In real life, different PMUs in a power system will have different latencies and different

link delays from the location of the SSG itself. In this section, the SSG identifies the

minimum-delay-PMU in real time, and chooses to utilize the data received from it only.

The idea behind such an application is to guarantee the action of a controller networked in the

system for regulating the energy sources by using signals with the best delay distributions.

Figure 9.13 shows the basic LabVIEW based GUI for this real-time dynamic PMU

selection framework for two PMUs. In order to display which PMU is chosen, two LEDs

are added to the front end GUI. The two waveforms are the real-time SSG to PMU network
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delay measurement. The white lines represent the instantaneous network delay of that PMU

from the SSG, while the red lines represent a smoothened trend of those delay measurements

based on a simple averaging filter. This filter can be replaced by a more sophisticated filter

in future. It can be observed from the GUI that even though the delays of PMU1 and PMU2

are within the same range, instantaneous delay is lower for PMU1, and thus PMU1 is chosen

- which is demonstrated by glowing one of the two LEDs placed within the GUI.

Figure 9.13: Dynamic PMU Selection Based on the SSG

To make this experiment more realistic, the PMUs used were SEL-421 protective relays

and the SEL-421 relays were fed analog signals through the Opal-RT 4520/5030 real-time

simulator’s analog output ports. A simple 3 phase electrical grid was being simulated on the

real-time simulator and voltages and currents measured within this electrical grid was scaled

down to 2V analog outputs. The SEL-421 relays are electrically connected to these outputs

through their low voltage AMS (adaptive multichannel source) interface.

The network-tampering device (CT910 ) was placed between one SEL-421 relay (stream-

ing synchrophasor data) and the SSG, and was configured to introduce a latency of 1000ms.

Since, this value is very high, this experiment can reliably performed for a few seconds

at a time only. The same electrical signals were fed to a second SEL-421 relay streaming

synchrophasor data directly to the SSG without the CT910 network-tampering device in

between. Both these synchrophasor streams were read in real-time on the NI cRIO run-
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Figure 9.14: Experimental Setup to Use the SSG For Reading Data From
PMU Streams With Different Network Delays

ning the SSG model. The voltage source that feeds analog inputs to the SEL-421s is easily

configurable through Simulink. The experimental setup is illustrated in Figure 9.14.

A step change of 0.5 Hz was applied to the frequency of this source for a window of

2 seconds. This step-change in frequency is reflected in both the synchrophasor streams.

Observe that due to the tampering, the step-change is shown 1000 ms apart because of the

injected latency via the CT910. This allows to observe and quantify the tampering the

network for one of the PMUs. This experimental observation was monitored in real-time on

LabVIEW GUI (similar to Figure 9.13) and the frequency measurement results are logged

and presented in Figure 9.15. Notably, this setup enables the user to trace the network

delays accurately by utilizing its on-board GPS module. The timestamp received through

this GPS module can be compared with the time-stamp embedded in the PMU data-stream

Table 9.2: Delay Reduction After Removal of NI Network Published Shared
Variable Infrastructure

Test-setting µ σ

With NI Network Published
Shared Variable 0.0461 0.0190
Without NI Network Published
Shared Variable 0.0265 0.0208



146

to compute the actual network delay.

9.3.4 Test Case 4: Extending the Architecture in SSG and Control of a Micrgrid

Model in Real-time

In this experiment, the SSG is modified and upgraded to incorporate part of the control

system for regulating the power output from the battery energy storage system (BESS) based

DER. This control system consists of a proportional-integral controller that determines the
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Figure 9.16: The Interaction Between the Microgrid Model on Typhoon HIL
604 and the SSGC Running on cRIO
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Figure 9.17: Hardware Arrangement for Testing Microgrid With the SSGC
Hardware: (a) Connection Between the Microgrid & the PMUs,
(b) PMUs Receiving Timing Information, (c) Conversion of RT
Low-voltage Signals into Current Signals, (d) SSGC Connected
Remotely to the Microgrid
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Figure 9.18: Microgrid Controller Utilized in the Experimental Setup

Figure 9.19: Simplified Microgrid Model Implemented in Real-time

set-point to be utilized in the local controller inside the BESS. The inputs to this controller

were the active power P and reactive power Q computed based on the current and voltage

phasors the SSGC receives from the incoming PMU streams. These values are then utilized

to compute a control output which was fed back to the real-time simulator’s input in order

to control the Li-ion battery based energy storage system. The remainder of this section

describes the software & hardware components of the experiment, explains the control action,
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and evaluates the robustness in this architecture under varying network conditions.

9.3.4.1 Software and Hardware Components for Developing the SSGC and

Testing it With a Microgrid Model

The framework of the SSGC is similar to that introduced in section 9.2. However,

the host-side code running on the real-time operating system is modified to include a PI

controller which would compute its set-point and process-variable by unwrapping the current

and voltage phasors it receives. Notably, the controller implemented was a standard P −Q

type controller, and real-time retrieval of the current and voltage phasors are sufficient to

compute the active and reactive powers in real-time.

The currents and voltages were generated by simulating a microgrid model developed

in the Typhoon HIL 604 real-time simulator. This microgrid model contained a PV unit

consisting of a custom PV module (as introduced in chapter 5), and a battery energy storage

system (BESS) consisting a Li-ion model (as demonstrated in chapter 7), a diesel generator,

utility source, and a configurable load which is shared by all these different DERs and the

utility. By definition, a microgrid can operate in both grid-tied and islanded modes. In grid

tied mode, the microgrid is connected to the utility and in the islanded mode the microgrid is

disconnected from the utility and the load is only shared by the DERs within the microgrid.

For demonstration purposes, the Li-ion battery based energy storage system was con-

trolled by the SSGC hardware in the current experiment. In some real-time simulators (e.g.

Opal-RT) it is possible to stream synchrophasor data from within the simulator without con-

necting any physical PMUs to the hardware. However, even though the 2021.2 and 2021.3

releases of the Typhoon HIL control center toolkit have dedicated library components for

streaming C37.118 data, it was discovered upon experimentation that the current implemen-

tations for such blocks are unstable and unreliable for communicating synchrophasor data to

external hardwares such as the SSGC. Thus, additional PMUs (based on the design reported

in chapter 2, and chapter 3) were connected to the low voltage analog outputs of the real-time

simulator. Importantly, these PMU designs require both voltage and current inputs, whereas

the Typhoon HIL 604 is capable of generating only voltage signals. Thus, it is required to

design voltage to current conversion circuits consisting simple resistors as shown in Figure

9.17.(c). The connection between the real-time simulator and the PMUs is shown in Figure

9.17.(a). Figure 9.17.(b) demonstrates how the individual PMUs obtain GPS signals, and
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Figure 9.17.(d) shows the SSGC operating on a remote location, connected to the network

in order to receive real-time PMU data. The microgrid model used for simulation was based

on the architecture reported in [141]. However, the individual components were simplified

and the wind power plant was eliminated from the original model for simplicity. The circuit

describing the model is shown in Figure 9.19.

9.3.4.2 Implementation of the Control Architecture for the Microgrid Model

The proposed control architecture is suitable for taking advantage of the hierarchical

structure of standard microgrid control infrastructures described in [13]. It has been dis-

cussed that, the fastest control operations related to current and voltage controls of the DER

inverters comprise of the primary class of control actions. The secondary class of control

actions consist of algorithms to determine the power flows to and from the different DERs.

This class of control, has much slower dynamics compared to the first class of control ac-

tions. The tertiary class of control actions consist of long-term optimizations, power system

economics and other decision making functionalities which incorporate the long-term trends

of the various environmental, and electrical parameters.

The hardware reported in this chapter is most suitable for incorporating control actions

which fall into the second class and the third class. For demonstration, a second class control

action (to control the power output of the battery energy storage system (BESS) based DER)

is illustrated in details. The set-point for control action is based on two parameters PLm

which represents the measurement from the load side, and Pbat. It is assumed that the PPV

(Active power output from PV system), PUti (Active power dispatch from the utility), and

PDSG (Active power output from the diesel generator) are kept constant. In this situation,

the parameter Pref will depend only on the total load consumption Pload. This can be

explained from the block diagram shown in Figure 9.18.

For experimentation, the load is increased in a step by turning on the interruptible load

as shown in Figure 9.19. Initially, a fixed load of 825 kW was supported by the PV unit (125

kW), Diesel Generator (500 kW), and the utility (100 kW). This makes the initial dispatch

for the BESS-inverter to be fixed at 100 kW. With the system running in this condition, a

step increase of 300 kW in load was provided externally. The control system must be designed

in such a way that, this change in load is reflected in the BESS-inverter, and its dispatch

should be increased from 100 kW to 400 kW. It is important to note that, the portion of
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(a) Delay = 0ms, Data drop = 0%
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(b) Delay = 0ms, Data drop = 2%
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(c) Delay = 0ms, Data drop = 5%
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(d) Delay = 100ms, Data drop = 0%
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(e) Delay = 100 ms, Data drop = 2%
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(f) Delay = 100ms, Data drop = 5%
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(g) Delay = 500ms, Data drop = 0%
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(h) Delay = 500ms, Data drop = 2%

-10 -5 0 5 10

Simulation Time (s)

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

C
o
n
tr

o
lle

r 
O

u
tp

u
t

(i) Delay = 500ms, Data drop = 5%

Figure 9.23: Control Signal Received in the Typhoon HIL Microgrid Model
From the SSGC Under Varying Network Delay and Data-drop
Rates
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the controller (in Figure 9.18) within the dashed red-box is the only portion implemented

within the SSGC hardware. This portion is capable of utilizing synchrophasor measurement

data obtained from the PMUs placed at the load and at the BESS. The PMU data is

utilized to compute the active and reactive powers (not demonstrated in this experiment),

which are then used for calculating a new set-point (by using the PI controller block GPI)

for operating the BESS. This set-point is then utilized by the internal control algorithm

(implemented locally inside the BESS) for controlling the individual current and voltage

output of the inverter inside the BESS. This portion of the control system needs to be

implemented locally within the BESS model of the real-time simulator, because it requires

faster dynamic performance and needs to be capable of generating high-frequency switching

sequences for the individual semiconductor switches in the inverters. Figure 9.20 shows

the 300 kW manual load-injection in the system. The SSGC incorporates a PI controller

onboard. The output of this PI controller - which provides a set-point for the local controller

for the BESS to operate - is shown in Figure 9.21. This measurement is taken from the SSGC

side. There maybe jitters, data-drops or imperfections if this same data is re-measured from

the RT-simulator end where the simulator receives the set-point from the SSGC. In Figure

9.23, the BESS power output response is shown. It can be observed from this figure, that the

power output of the battery increases from 100 kW to 400 kW to cover for the step increase

in the load.

9.3.4.3 Evaluation of the Proposed Control Architecture Under Varied Network

Conditions

In this part of experimentation, the CT910 device is utilized to tamper with the network

between the SSGC and the PMUs. For testing the reliability of the control architecture under

varying network conditions, the network delay was varied from 0 ms to 500 ms, and the data-

drop rate was varied from 0% to 10%. Under these conditions, the microgrid was simulated

alongside the SSGC based control infrastructure. Two sets of experiments were performed

to investigate the robustness and reliability of the proposed control system.

• Controller performance under varied conditions: In this test, the experiment performed

in section 9.3.4.2 is repeated for varying network delays and varying data-drop rates.

The controller regulating the power output of the inverter inside the BESS, is set

to react to a step-increase of 300 kW in the load end. However, its performance is
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Table 9.3: Testing the Resilience of the SSGC Framework Under Varying
Network Conditions

Drop Rate (%) 0% 0.5% 1% 2% 5% 10%
Delay
0 ms 10sustained/10 10sustained/10 10sustained/10 10sustained/10 10sustained/10 3sustained/10
50 ms 10sustained/10 10sustained/10 10sustained/10 10sustained/10 9sustained/10 0sustained/10
100 ms 10sustained/10 10sustained/10 10sustained/10 9sustained/10 7sustained/10 0sustained/10
200 ms 10sustained/10 10sustained/10 10sustained/10 6sustained/10 2sustained/10 0sustained/10
500 ms 10sustained/10 10sustained/10 5sustained/10 0sustained/10 0sustained/10 0sustained/10
750 ms 1sustained/10 0sustained/10 0sustained/10 0sustained/10 0sustained/10 0sustained/10

expected to deteriorate under stressed network conditions. The results of these tests

are summarized in Figure 9.23. It can be observed that the analog output of the

remote controller loses a lot of resolution under higher network delays and higher

data-drop rates. However, as discussed earlier in section 9.3.4.2, the control-objective

of the SSGC does not involve any management of the high frequency dynamics of the

system. Thus, in short-term the SSGC-driven control architecture can sustain itself

even while operating within a tampered network.

• Resilience test under varied conditions: For this test, the SSGC is set to operate freely

under varying network conditions, and whether or not it can sustain itself for longer

periods of time, is tested. The network was tampered by introducing network delay

and data-drop. Under these conditions, the network was kept running for 10 minutes.

After 10 minutes, notes were taken on whether the SSGC is still receiving all the PMU

streams successfully, and if the real-time simulator is still receiving controller output.

This observation is taken 10 times, for each network conditions. The summary of these

results is shown in Table 9.3. It can be seen that the network delay and data-drop can

both adversely effect the robustness of the SSGC framework. In fact, in a situation

where the SSGC is subjected to both high network delay coupled with high data-drop

rate, the SSGC is almost certain to be unable to sustain itself for a long period of time.

9.4 Directions for Future Experiments

It needs to be noted, that only one scenario for controlling the DERs within a microgrid

is demonstrated in this chapter. In that scenario, the battery is covering for a step increase

in the load. While, this experiment is an important ‘proof of concept’-study, additional
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experimentation is crucial before implementing the proposed architecture for controlling real-

world DERs. Following are some of the possible future directions for the current experiments.

9.4.1 Adjustments to Adhere to the Constraints of the Battery

In real world, the behaviour of a BESS based DER in a power system is very complex

and the operation of the controllers are restricted by the physics of the battery. In fact,

batteries utilized in energy storage systems are limited by their slow response times, both

during charging and discharging operations. As reported in [142], the average response

time for a battery energy storage system during charging is about 2.2 seconds and that for

discharging it is about 0.6 second. Keeping these numbers in mind, the battery cannot be

subjected to rapid movements or perturbations in the load. Such high frequency variations, if

kept unfiltered, would rapidly increase the switching and would generate excessive heat, thus

compromising the health of the batteries. Implementing these precautions within the control

system, is well inside the dynamic range of operation for the SSGC hardware. Significant

future effort is required in this domain.

9.4.2 Alternate PMU Placement and Utilizing Different System Variables for

Controlling DERs

Because one of the main objectives for the current research is to minimize the num-

ber of PMUs in constructing a functional control system, it is crucial to explore different

locations of the PMUs. One such direction of experimentation should be, instead of using

measurements from the load utilizing the measurements from the utility side to design the

BESS control system. This would require a operational PMU connected at the utility side.

This configuration should also explore, how the phase angle measured by the PMU placed

at the utility end can be used to implement a control system for controlling the active power

flow of the DERs. This is a well-studied approach, and the usage of phase angle differences

as the control variable for active power management has been known to be utilized for sta-

ble, reliable and robust control systems in traditional power systems featuring synchronous

machines. It should be an important exercise to export that concept into the paradigm of

networked control for DERs in microgrids. Since PMUs readily provide angle measurements,

this approach can reduce the design-complexities of the overall control system.
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9.4.3 Incorporation of the Battery State-of-charge (SOC) Within the Control

Action

While managing BESSs, the state of charge (SOC) of the battery is a crucial parameter.

Depending on SOC, the battery is often put into the charging or the discharging modes. In

this chapter the SOC is assumed to be high enough, so that the battery can reliably operate

in discharging mode, i.e. it can feed active loads. In real systems, this may not be the case.

So, an additional control loop must be designed to determine the SOC state and ensure the

safe and reliable operation of the BESS.

9.5 Conclusions

This chapter proposes a new architecture an implementation for a true real-time Syn-

chrophasor Synchronization Gateway (SSG), and extends its functionalities to incorporate

control-algorithms targeted for DERs in microgrids. The goal of this hardware is to replace a

PDC in PMU-based real-time control applications, provide supplementary control function-

alities, and decrease the latency of the overall networked control system. By incorporating

a hierarchical decentralization, the proposed framework can increase the resilience and ro-

bustness for synchrophasor-driven control algorithms of DERs, especially in microgrids.



CHAPTER 10

SUMMARY AND FUTURE WORKS

This chapter aims to recapitulate the research presented in the previous chapters and outline

some of the possible directions of future research based on the work presented in this thesis.

10.1 Summary

To summarize the contributions of the thesis effectively, the problem-statements intro-

duced in section 1.2 are answered based on the results presented through chapters 2-9.

• Are there definite hardware-specifications which must be met to implement PMUs on a

certain FPGA?

For the Spartan family of Xilinx FPGAs, the expression NLUT × NLUT−size was ob-

served to be a reliable metric to determine whether or not certain PMU designs can

be compiled on a certain FPGA unit. For corss-verification purposes this metric was

reevaluated for more standardized designs such as ALUs and FFT blocks.

• Portions of this chapter previously appeared as: P. M. Adhikari, H. Hooshyar, R. J. Fitsik, and L. Van-
fretti, “Precision timing and communication networking experiments in a real-time power grid hardware-in-
the-loop laboratory,” Sustain. Energy Grids & Netw., vol. 28, Dec. 2021, doi: 10.1016/j.segan.2021.100549.
• Portions of this chapter previously appeared as: P. M. Adhikari and L. Vanfretti, “Delay analysis of

a real-time hard reconfigurable synchrophasor synchronization gateway,” in IASTED Int. Conf. Control &
Optim. of Renewable Energy Syst., Annaheim, CA, USA, Dec. 2019, doi: 10.2316/P.2019.859-008.
• Portions of this chapter previously appeared as: H. Hooshyar, L. Vanfretti, J. H. Chow, R. Fitsik, P.

M. Adhikari, “ALSET lab: Designing precise timing and communications for a digital power grid labora-
tory,” in IEEE Power & Energy Soc. General Meeting, Montreal, QC, Canada, Aug. 2020, pp. 1-5, doi:
10.1109/PESGM41954.2020.9281808.
• Portions of this chapter previously appeared as: B. Azimian, P. M. Adhikari, L. Vanfretti, H. Hoosh-

yar, “Cross-platform comparison of standard power system components used in real time simulation,” 7th
Workshop on Model. and Simul. of Cyber-Physical Energy Syst., Montreal, QC, Canada, Apr. 2019, pp.
1-6, doi: 10.1109/MSCPES.2019.8738789.
• Portions of this chapter previously appeared as: P. M. Adhikari, L. Vanfretti, M. Ruppert, M. Ropp,

“Real-time controller hardware-in-the-loop (RT CHIL) analysis of ground fault overvoltages (GFOVs),”
presented at the CIGRE US Nat. Committee (USNC) Grid of the Future (GOTF) Symp., Providence, RI,
USA, Oct. 17-20, 2021, Paper B5.
• Portions of this chapter previously appeared as: P. M. Adhikari, H. Hooshyar, and L. Vanfretti, “Ex-

perimental quantification of hardware requirements for FPGA-based reconfigurable PMUs,” IEEE Access,
vol. 7, pp. 57527-57538, Apr. 2019, doi: 10.1109/ACCESS.2019.2911916.
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• How to design a user-friendly and configurable hardware to perform the pre-compliance

tests on a custom PMU?

It is possible to generate these test scenarios in a low-voltage hardware prototype by

utilizing National Instruments’ cRIO platform. Interestingly, the utilization of this

proposed hardware revealed that most of the PMU designs available for academic

and industrial purposes struggle to meet the required performance criterion when the

frequency of the analog inputs are subjected to a ramp increase.

• Is it possible to implement homogeneous power system components which can give iden-

tical results across different real-time (RT) simulation platforms?

It is only possible if certain design considerations are followed. One such crucial design

consideration was to make sure that the implementations of individual components

have no library dependencies. In order to ensure that, it is necessary to redesign and

re-implement certain electrical, electronic, mechanical and physical systems starting

from the first principle, i.e. by utilizing simple mathematical operators and numerical

methods, without using any readily available library elements in the respective plat-

forms. Cross-platform RT modeling is a time consuming process and in order to avoid

it, real-time simulator hardware vendors should fully adopt the FMI standard.

• How to ensure uniform performance, while complex components such as PV cells and

Li-ion batteries are implemented across two different RT-simulation hardware?

This is only possible by simplifying the mathematical models for such systems, and

re-implementing those simplified models by using elementary mathematical & signal

processing operators, and numerical methods. This methodology might produce mod-

els which are inferior in terms of accuracy, but the results obtained by simulating those

models will be reproducible in different RT simulation hardware.

• Are inverter based DERs as susceptible to GFOV when subjected to SLG faults, as

the traditional generators? Are traditional ’effective grounding’ techniques suitable for

application on inverter based DERs?

Under standard operating conditions, inverter based DERs are not as susceptible to

GFOV as traditional generators. However, DERs operating in underloaded conditions,

i.e. for higher GLRs, the impact of GFOV becomes severe. The most efficient method

to mitigate those overvoltages is to utilize the inverter’s internal SPOV settings, as the
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traditional overvoltage mitigation strategies such as grounding transformers are rela-

tively ineffective when utilized on inverter based DERs. However, this requires utilities

to use the SPOV settings in protection coordination and for PV inverter manufacturers

to provide more information for its modeling in power system studies.

• How to ensure the reliable transmission of power system data through the network,

following different protocols within a digital real-time grid simulation based laboratory

ecosystem? How does the timing network interact with the intelligent electronic devices

(IEDs) within the laboratory?

The reliability of the laboratory ecosystem can be ensured by enforcing specific quality

of service (QoS) rules. It was also observed that a tampered timing network would

effectively compromise the accuracy of time critical computations e.g. phase angle and

frequency estimations.

• Is it possible to utilize synchrophasor streams to reduce the complexity of the traditional

WAMS/WAMPAC architecture targeted for DERs and microgrids?

This thesis proposes a novel synchrophasor synchronization gateway and controller

(SSGC) hardware, which aims to track the network latency and reduce complexity

of the control system for DERs and microgrids. The proposed SSGC hardware was

stress-tested under varying network conditions. Upon rigorous experimentation, it was

concluded that the proposed SSGC framework is robust under standard conditions, but

its reliability gets affected when the communication network is performance degrades,

which is representative of cases when it becomes compromised.

10.2 Future Works

The future directions for the research presented in this thesis are broadly classified into

three categories. These are described as follows.

10.2.1 Extension of the Experiments into the Paradigm of Power Hardware in

the Loop (PHIL) Configurations

The research presented in this thesis only explores real-time (RT) simulation of power

system models under controller-hardware-in-the-loop (CHIL) configurations. Such experi-
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mental techniques eliminate the high voltage, and high current interfaces from the setup,

thus ensuring the safety of the end users. However, it is also necessary to incorporate power-

hardware-in-the-loop (PHIL) experiments before proposing architectural modifications to the

industry. To this end, there has been some progress towards the development of real-time

PHIL simulation laboratory featuring a 150 kW PV-inverter manufactured by SMA. The

communication and control frameworks explored in this research can be assessed using the

PHIL paradigm. However, a significant experimental effort is required in those prospective

developments.

10.2.2 Efforts Towards Model Standardization

This is because model exchange standards such as Modelica and Functional Mock-up

Interface (FMI) can provide a homogeneous and reliable infrastructure for cross-platform

simulations and experiments. Based on the simplified models proposed in the current thesis,

FMI compliant models can be developed in the future. Once those FMI compliant models

are successfully tested for accuracy, they can be made available (as open-source software)

for power system researchers to utilize for their work.

10.2.3 SSGC Based Control System Development for Microgrids and DERs

The proposed SSGC based control architecture was only tested for facilitating a step

increase in the load through the BESS. This ‘proof of concept’ design can be extended to

• Incorporate synchrophasor measurements from different DERs or from the utility end.

• Incorporate the impact of the battery SOC to control the BESS.

• Investigate other control variables (e.g phase angle difference) to control power flow to

and from the DERs.

A more detailed description of such future experiments are presented in section 9.4. While the

prototype shows that the concept is valuable, it is cost-prohibitive for real-world applications.

With the availability of low-cost IoT platforms, a future implementation based on such

hardware could help reducing the cost of the SSG/SSGC hardware.
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APPENDIX A

CODE FOR PV CELL MODELING

Typhoon HIL has the ‘Advanced C functionalities’ package that was utilized to compose

complicated electrical models by incorporating C code segments within the RT simulation

model. The single diode model (SDM) for PV cell was modeled this way. A sample C code

for the SDM is archived below.

Initialization:

Istart=0.01; FI0=0; FpI0=0; I1=Istart; FI1=0;

FpI1=0; I2=I1; FI2=0; FpI2=0; I3=I2; FI3=0;

FpI3=0; I4=I3; FI4=0; FpI4=0; I5=0.01;

Computation:

FI0=Istart-Isc+I0*(exp((V+Istart*Rs)/Vt)-1);

FpI0=1+I0*(exp((V+Istart*Rs)/Vt))*Rs/Vt;

I1=Istart-FI0/FpI0;

FI1=I1-Isc+I0*(exp((V+I1*Rs)/Vt)-1);

FpI1=1+I0*(exp((V+I1*Rs)/Vt))*Rs/Vt;

I2=I1-FI1/FpI1;

FI2=I2-Isc+I0*(exp((V+I2*Rs)/Vt)-1);

FpI2=1+I0*(exp((V+I2*Rs)/Vt))*Rs/Vt;

I3=I2-FI2/FpI2;

FI3=I3-Isc+I0*(exp((V+I3*Rs)/Vt)-1);

FpI3=1+I0*(exp((V+I3*Rs)/Vt))*Rs/Vt;

I4=I3-FI3/FpI3;

FI4=I4-Isc+I0*(exp((V+I4*Rs)/Vt)-1);

FpI4=1+I0*(exp((V+I4*Rs)/Vt))*Rs/Vt;

I5=I4-FI4/FpI4;

I_array=I5;
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APPENDIX B

THEORETICAL ESTIMATION OF GFOV FOR

SYNCHRONOUS MACHINES AND IBRS

In this appendix, the theoretical overvoltage computation for synchronous generators and

IBRs under SLG faults is illustrated. It can be observed that, for synchronous generators

the overvoltage is 73%, and for IBRs, it is much lower.

B.1 Theoretical GFOV Calculation in Synchronous Generators

It is known that during normal operating conditions, the phase voltages of the un-

grounded synchronous generator as shown in Fig. B.1. are expressed as

Ea = E∠0◦, Eb = E∠240◦, Ec = E∠120◦ (B.1)

Thus, in unfaulted conditions VN = 0. But, during an SLG fault (shown on phase C in

Fig.B.1) the terminal voltage of phase C goes down to 0. In this situation, voltage of phase C

Vcn along the load also becomes 0 as it is directly connected to the ground. In this scenario,

Figure B.1: Ground Fault in an Ungrounded Synchronous Generator Feeding a
3 Phase 4 Wire System
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Figure B.2: Ground Fault in a Three Phase Inverter Feeding a 3 Phase 4 Wire
System

by applying the KVL along the loop comprising phases C and B (represented by the dotted

red line in Fig.B.1) the following expression can be obtained:

Eb − Vbn − Ec = 0⇒ Vbn = E∠240◦ − E∠120◦ =
√
3E∠270◦ (B.2)

Next, applying KVL through phases A and C (blue dotted line in Fig. B.1.) the following

expression can be reached

Ea − Vcn − Ec = 0⇒ Van = E∠0◦ − E∠120◦ =
√
3E∠330◦ (B.3)

Evidently, from (B.2) and (B.3) it can be concluded that the 173% (due to the
√
3 factor)

ground-fault over-voltage is expected, thus it requires standardized measures to mitigate it.

B.2 Theoretical GFOV Calculation in Inverters

Next, consider the circuit in Fig. B.2. It is similar to Fig. B.1 but with a three-phase

inverter in place of the synchronous generator. In the case of Fig. B.1, when the fault strikes

on phase C of the load, the phase C of the synchronous generator maintains Ec constant.

However, as shown in Fig.B.2, the inverter does not have such an externally excited internal

voltage source, and it is modeled as a current source. Therefore, the voltage between terminal

C and neutral N, most likely will not remain constant. In this scenario, the voltages of the
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unfaulted phases on the load side would be given by:

Van = Ia × Za, Vbn = Ib × Zb (B.4)

Hence, if the current supplied by the inverter remains constant, no over-voltages should be

observed on the unfaulted phases. However, in reality, to keep the overall power output at

the pre-fault level, the inverter may be expected to increase the power output of each its

two unfaulted phases. To keep the total power output (across three-phases) constant, the

power output of the remaining unfaulted phases would have to be raised to 150%, yielding

the following relationship:

P = 1.5× Pold =
V 2
an

Z
⇒ 1.5× V 2

old

Z
=

V 2
an

Z
⇒ 1.5× V 2

old = V 2
an ⇒ Van = 1.22× Vold (B.5)

Note that this value is theoretical and in reality it might be limited by the maximum current

settings of the inverter and other aspects studied later in this paper.

Consequently, if the inverter is supposed to supply the same amount of load before and

after the occurence of the SLG, the voltage on the load side for the unfaulted phases can

typically increase up to 122% of the initial value. Clearly, this value is much lower than the

value (173%) derived for synchronous generators. Note that this hypothesis is only valid if

the PV-inverter operates as a perfect constant-power source, which only applies when the

PV inverter controls are set to that operating mode.



APPENDIX C

THEORETICAL ESTIMATION FOR IMPEDANCE IN

GROUNDING TRANSFORMERS

Figure C.1 demonstrates the sequence diagrams of a system fed by an inverter based DER

with (b) and without (a) the grounding transformer. It can be seen that the grounding

transformer modifies the zero sequence network of the system. The representative circuit

can be further simplified for a balanced Yg connected system by putting Zload0 = Zload+ =

Zload− = ZL.

Figure C.1: Reference to the Sequence Diagram of IBRs Under SLG: (a)
Without the GTF, (b) With the GTF, Reproduced From Figure
6.5

For the system in Figure C.1.(b), the equivalent combined series impedance of the

negative and zero sequence networks would be given as,

Z0− =
ZLZGTF

ZL + ZGTF

+ ZL =
Z2

L + 2ZLZGTF

ZL + ZGTF

(C.1)

Where ZL is the load impedance and ZGTF is the impedance of the grounding trans-

former used in the system. Applying the current division rule, it can be obtained that the
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current through the positive sequence network can be expressed as

I−0 =
ZL + 2ZGTF

2ZL + 3ZGTF

IPV (C.2)

These expressions assume that IPV is the fault current after the SLG fault. Using these

expressions for currents, the sequence components of the three phase voltages are calculated

as

V0 = −
ZGTF

2ZL + Z3ZGTF

IPV ZL, V+ =
ZL + 2ZGTF

2ZL + Z3ZGTF

IPV ZL, V− = − ZGTF

2ZL + Z3ZGTF

IPV ZL (C.3)

From these expressions, the phase voltages of the unfaulted B and C phases can be calculated

as

Vb =
IPVZL

2ZL + 3ZGTF

[2a2ZL+3a2ZGTF +ZL], Vc =
IPVZL

2ZL + 3ZGTF

[2aZL+3aZGTF +ZL] (C.4)

It is crucial to observe that the expressions for Vb and Vc are different, and there is

no single value of ZGTF which can minimize both their magnitudes at the same time. This

analysis was supported by the analysis reported by the authors in [14] and is further validated

through experimentation in section IV. The value of ZGTF that minimizes Vb(ZGTF−B) and

the value of ZGTF that minimizes Vc(ZGTF−C) can be expressed as,

ZGTF−B = −(2a2 + 1)Z2
LIPV − 2ZLVb

3Vb − 3a2ZLIPV

, ZGTF−C = −(2a+ 1)Z2
LIPV − 2ZLVc

3Vc − 3a2ZLIPV

(C.5)

This demonstrates that there is no solution for ZGTF which minimizes post-SLG Vb

and Vc simultaneously.



APPENDIX D

HARDWARE AND SOFTWARE UTILIZED FOR CHIL

EXPERIMENTS

D.1 Hardware Utilization

The hardware components used for experimentation are described in this section.

D.1.1 HIL-604 Real-Time Simulator

HIL-604 is an RTS manufactured by Typhoon HIL. It is predominantly used to simulate

power-electronic systems and microgrids in real-time for different applications, including

CHIL. The computational hardware of the HIL-604 consists of Xilinx Vertex FPGA cores

alongside ARM real-time processors. The RTS has both digital and analog input and output

channels that can be used to interface it with an external hardware. The simulator has been

tested by the manufacturer for accuracy for a simulation speed up to to 2 MHz, while the

PWM functionalities operate satisfactorily down to a resolution of 20 ns. The simulator is

controlled by the user through the Typhoon HIL SCADA or HIL Schematic Editor software

that run in a separate PC and communicate with the RTS via a USB 2.0 interface. While,

this paper focuses on external hardware based control of the real-time model of the inverter,

it is possible to simulate the controller models alongside the power electronic circuit of the

inverter inside the real-time simulator.

D.1.2 ASGC CHIL

This controller hardware is the Austrian Institute of Technology Smart Grid Converter

(ASGC) [77, 87]. It supports a broad range of communication protocols including IEC61850,

ModBus TCP, SunSpec, etc., to interact with external hardware. Moreover, it provides

analog and digital wired interfaces to couple it with sensor outputs, PWM signals, and

additional capabilities to couple it to the HIL-604 RTS, The controller is capable of full four-

quadrant bidirectional operation and has various in-built functionalities such as Volt-VAR

control, pf control, Volt-Watt control, low and high-voltage ride-through, etc.
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D.1.3 Interface Between HIL-604 and ASGC

The wired connection between HIL-604 and ASGC is based on a 192-pin on-board

snap-in male-to-female configuration. This board makes all the 128 digital input and output

pins available for easy access, and provides interfaces to couple with the analog channels as

well.

D.2 Software Utilization

The various software tools used in this research are outlined in this section.

D.2.1 Schematic Editor

This software utilizes the Typhoon’s component model library to construct the overall

system model. While the library is smaller than those of other popular environments, it is

possible to extend the library by incorporating user-defined models at the algorithmic level

by using custom C functions or at the at the architectural level by assembling simpler blocks

together [86].

D.2.2 HIL SCADA

This software provides a monitoring and control panel to interacts with the system

model running on the real-time simulator. For the case of the ASGC, it also allows monitoring

and adjustment of the controller. HIL SCADA provides data acquisition functions with

capabilities to adjust the simulation model on run-time. It is possible to write macros that

can help to automate simulation experiments, for example, applying a certain sequence

of events. One such macro was developed for automating the GFOV testing. For the

experiments reported below, two different implementations of the macro were developed to

support the two different versions of HIL SCADA software that were used. HIL SCADA 8.4

(or above) was used for interacting with the model being simulated on HIL-604, while an

older version - HIL SCADA 3.7 - was used for interacting with the ASGC controller.

D.2.3 aBoot Flasher

aBootFlasher is a software under MIT license provided by AIT. This is used to recon-

figure the ASGC controller via USB COM port from the host PC. This reconfiguration can
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enable the ASGC controller to operate under different current and voltage ratings. This was

an important requirement to analyze the SPOV functions of the controller.

D.2.4 Firmware Manager

This tool manages the configuration of the HIL-604. Typhoon simulators can be config-

ured to execute models using a number of parallel processor-cores. The configuration needs

to be chosen judiciously and the model’s schematic diagram must be carefully partitioned

into those cores. This is required so that the model runs within the desired computation

time per core and without over-runs. Presently Typhoon HIL-604 can operate in 5 different

configurations, among which Configuration 4 was found to suit the proposed experiments.

This configuration partitions the simulator into three sizable processor cores that are large

enough to house complex components such as inverters.



APPENDIX E

SUPPLEMENTAL MATERIALS

Figures 1.2, 1.3, 1.4 were taken from external sources. Among these, figures 1.2 and 1.3 were

taken from the surveys performed by Ren21. A permission was obtained via email to reuse

their figures. The permission is attached as Ren21.pdf.

Figure 1.4 was obtained from a published article in newspaper reports in electronic me-

dia, i.e. microgridknowledge. Additional permission was obtained from microgridknowledge’s

representative via email. The permission email is attached as MGK.pdf.
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