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Abstract—This paper presents domain-specific techniques to
reduce DRAM energy consumption for image data access in
video processing. In mobile devices, video processing is one of the
most energy-hungry tasks, and DRAM image data access energy
consumption becomes increasingly dominant in overall video pro-
cessing system energy consumption. Hence, it is highly desirable
to develop domain-specific techniques that can exploit unique
image data access characteristics to improve DRAM energy
efficiency. Nevertheless, prior efforts on reducing DRAM energy
consumption in video processing pale in comparison with that
on reducing video processing logic energy consumption. In this
work, we first apply three simple yet effective data manipulation
techniques that exploit image data spatial/temporal correlation to
reduce DRAM image data access energy consumption, then pro-
pose a heterogeneous DRAM architecture that can better adapt
to unbalanced image access in most video processing to further
improve DRAM energy efficiency. DRAM modeling and power
estimation have been carried out to evaluate these domain-specific
design techniques, and the results show that they can reduce
DRAM energy consumption by up to 92%.

Index Terms—DRAM energy reduction, heterogeneous DRAM
architecture, image data access, image frame buffer recompres-
sion, video coding.

I. INTRODUCTION

A S video processing becomes increasingly indispensable
in mobile devices, its energy-efficient implementation is

of great practical interest. For typical video processing appli-
cations, the image frames are stored in a stand-alone DRAM,
which are accessed and processed by a processing logic unit in
an SoC. Although the continuous technology scaling helps to
reduce energy consumption, DRAM image data access may not
benefit as much as the video processing logic operation. This
is because, as mobile devices need to support increasingly di-
verse and more sophisticated functions, the storage capacity of
DRAM has to accordingly increase. As a result, DRAM die
size may not reduce or even increase in spite of technology
scaling down. As we will elaborate later, DRAM access en-
ergy consumption is largely dominated by the routing inter-
connect energy consumption that is proportional to DRAM die
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size. Therefore, it is reasonable to expect that DRAM access en-
ergy consumption will play a more and more important role in
determining the overall video processing energy consumption.
Taking video decoding as an example, recent work has shown
that, an H.264 decoder at 90 nm node only consumes 0.36 pJ per
pixel, while the corresponding DRAM access energy consump-
tion is 1.11 pJ per pixel [1]. Nevertheless, most prior work on
video decoding mainly focused on reducing the decoder logic
power consumption (e.g., see [1] and [2]).
This work is interested in reducing DRAM image data access

energy consumption in video processing. Although reducing
DRAM energy consumption has been widely studied (e.g., see
[3]–[7]), most prior work focused on using DRAM in general
purpose computing systems. Very intuitively, once we confine
ourselves in certain specific application domain, it is possible to
exploit its own unique characteristics to develop domain-spe-
cific techniques for reducing DRAM energy consumption. They
can complement those general-purpose low-power design tech-
niques to further push DRAMenergy efficiency envelope for the
specific application domain. Following this intuition, we aim to
develop techniques for the domain of video processing, which
can exploit image data access characteristics to reduce DRAM
power consumption. Leveraging block-based image data access
nature of most video processing, several image frame storage
schemes [8]–[10] have been proposed to reduce the power con-
sumption overhead incurred by DRAM row activation and bit-
line precharge. In addition, image frame recompression, in ei-
ther lossless [11] or lossy [12], [13] manner, has been recently
studied with the main objectives of reducing DRAM storage
capacity requirement and memory I/O link workload. Clearly,
such recompression schemes can also reduce DRAM image data
access energy consumption. We note that the concept of data
compression can also be applied to reduce the memory I/O link
power consumption [14], [15]. As demonstrated later, the data
access energy consumption of DRAMwith reasonably large ca-
pacity (e.g., a few hundred Mb and beyond) is dominated by
the on-chip routing, in particular for image data access. We
note that many techniques have been proposed for reducing
the energy consumption for on-chip address bus and data bus
[16]. Nevertheless, although the obvious temporal correlation
on address bus can be effectively exploited to reduce energy
consumption (e.g., zero-transition encoding [17], working zone
method [18], and Gray coding [19]), reducing data bus energy
consumption remains much more challenging. Mainly targeting
at general purpose computing systems, prior work assumes tem-
porally and spatially random data transmission on data bus (e.g.,
see [20] and [21]). As a result, existing techniques on reducing
data bus energy consumption either have limited effectiveness
or suffer from high implementation overhead. Geared to video
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processing applications, we are particularly interested in how to
explore image data access characteristics to reduce the energy
consumed by DRAM on-chip data bus routing, which neverthe-
less has not been well studied in the open literature.
Aiming to fill this missing link, this paper presents several

techniques that can exploit image data access characteristics
to reduce the energy consumption induced by DRAM on-chip
data routing. In particular, those application-specific charac-
teristics include 1) abundant spatial and temporal image data
correlations, and 2) certain image frames (e.g., reference im-
ages in video coding) are accessed much more frequently than
other image frames, which is referred to as unbalanced image
access. First, we propose to use three simple yet effective data
manipulation techniques, including pixel transfer scheduling,
Gray coding, and bit-level interleaving, to reduce DRAM
on-chip routing energy consumption. By exploiting the image
data spatial/temporal correlation, the first two techniques aim
to reduce the energy consumption induced by routing wire
self-transition activities, while the third one aims to reduce
the energy consumption induced by routing wire crosstalk
coupling. In addition, we discuss the applications of these data
manipulation techniques when image frame recompression is
used. Secondly, we propose a heterogeneous DRAM architec-
ture design strategy that exploits unbalanced image data access
in most video processing to further reduce DRAM image data
access energy consumption. The basic idea is simple: We
allocate a small hence more energy-efficient memory array to
store those hot image data being accessed more frequently,
while leave other image data stored in the main memory array.
Because of the paramount importance of video processing
in mobile devices and the huge market, we argue that such
a DRAM architecture customization may be economically
justifiable. In addition, besides video processing, many other
real-world workloads also exhibit similar unbalanced data
access characteristics, which can further enhance the potential
benefit of using such heterogeneous DRAM architecture for
energy saving.
To evaluate the effectiveness of the proposed data manipula-

tion techniques and the heterogeneous DRAM architecture, we
carried out extensive DRAMmodeling and power consumption
estimations using representative video sequences in the context
of video decoding. The popular CACTI tool [22] is used for
DRAM modeling and estimating energy consumption induced
by DRAM on-chip routing including both wire self-transition
and coupling activities. Simulation results show that the three
data manipulation techniques together can reduce DRAM
access power consumption by up to 40%. When incorporating
the video decoding logic power consumption, we estimate
that these data manipulation techniques can reduce the overall
video decoding system power consumption by up to 30.4%.
We also evaluated the effectiveness of the manipulation tech-
niques when image frame recompression is being used, and the
results show as high as 80% of power reduction. Regarding the
heterogeneous DRAM architecture, we considered different
heterogeneity configuration scenarios for a 2 Gb DRAM, and
simulation results show that DRAM energy consumption can
be reduced by up to 92% when using the proposed data manip-
ulation techniques in a heterogeneous DRAM architecture.

Fig. 1. Estimated breakdown of single-access energy consumption for a
512 Mb and 2 Gb DRAM at 45 nm node using CACTI.

II. DRAM ENERGY CONSUMPTION

DRAM is usually organized with a two-dimensional (2-D)
array structure. At the highest level, a data array is composed
of multiple identical banks, each of which has its own address
and data bus and can be accessed concurrently. Each bank con-
sists of a number of sub-arrays. Each sub-array is a 2-D ma-
trix of memory cells and associated peripheral circuitry, such as
row decoders, row drivers, precharge and equalization circuits,
sense amplifiers, and output drivers, etc. A row is simply a group
of memory cells that are activated in parallel in response to a
row activation command. A row is also referred to as a DRAM
page, which is cached at the sense amplifiers until a subsequent
precharge command is issued. A column of data is the smallest
independently addressable unit of memory, and its size is the
same as the output data width. In DDRx SDRAM, each column
access loads or stores multiple columns of data depending on
the burst length. For example, in a DDR3 DRAM device, each
memory read command returns 8 columns of data. In the page
mode, a row can be kept open while performing multiple reads
or writes so that successive reads or writes within the same
row do not suffer the delay and energy consumption induced
by row activation and precharge. This can significantly increase
the system performance when reading or writing bursts of data.
On-chip H-tree distribution networks are used to route address
and data throughout the DRAM chip.
Using the popular memorymodeling tool CACTI [22], we es-

timate the average single memory access energy consumption
and its breakdown among different components for a 512 Mb
and 2 Gb DRAM chip at 45 nm node, as shown in Fig. 1. The
energy consumption of precharge is the energy consumed by
precharge drivers, and the energy consumption of address net-
works consists of that of address routing, decoders and drivers.
Bitline energy consumption is used to charge or discharge all
the parasitic capacitance connected to bitlines. The total energy
for a single access is 1.07 nJ for 512 Mb DRAM and 1.44 nJ
for 2 Gb DRAM, respectively. The results clearly show that the
overall DRAM access energy consumption is dominated by bit-
lines and data H-tree routing. In addition, data H-tree routing en-
ergy consumption tends to account for a higher percentage as the
memory capacity increases, because higher capacity memory
comes with a larger chip die size and hence larger aggregated
H-tree length.
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Fig. 2. Illustration of a linear row-by-row translation and block-based mapping
from image space to physical memory address space.

Fig. 3. Estimated breakdown of page-mode energy consumption for a 512 Mb
and 2 Gb DRAM at 45 nm node using CACTI.

The above results suggest that it is highly favorable to make
as many consecutive reads or writes as possible from the same
row before switching to another row in order to reduce the en-
ergy consumption. This is usually called page mode in DRAM.
Because of the block based nature of image access, if image
blocks are linearly row-by-row (or column-by-column) mapped
to the physical address space as illustrated in Fig. 2, a significant
amount of row activations will occur, which results in high en-
ergy consumption. It is very straightforward that, instead of such
a linear translatedmapping, a block-by-blockmapping geared to
video processing should be used, i.e., each row stores the pixel
data of one or more blocks, and image access mainly incurs
page-mode operations in DRAM. As a result, row activations
and hence bitline energy consumption will dramatically reduce,
and on-chip H-tree data routing energy consumption becomes
completely dominant, as shown in Fig. 3.
Therefore, for our interested image access in video pro-

cessing, it is of paramount importance to reduce the energy
consumed by data routing through H-tree in DRAM. The
dynamic energy consumption of interconnect wires can be
expressed as

(1)

where , and are wire self-capacitance, load capaci-
tance, and coupling capacitance, respectively; and repre-
sent the self-transition and coupling-transition activity factors;
and is supply voltage. The self-capacitance consists of both
wire to ground capacitance and gate capacitance of repeaters
along the wire. The coupling capacitance occurs between ad-
jacent wire segments running in parallel. The coupling transi-
tion activity depends on switching activity relation between two

Fig. 4. Signal transition on two adjacent interconnect wires.

Fig. 5. Estimated energy consumption breakdown with test video sequence
“akiyo”.

adjacent wires, which can be classified into four types as illus-
trated in Fig. 4. In both type-I and type-III transitions, there is no
coupling-induced energy consumption. In type-II and type-IV
transitions, the coupling-induced energy consumption is propor-
tional to and , respectively. As DRAM technology con-
tinues to scale down, the increase of wire aspect ratio and the
decrease of wire pitch result in rapid increase of coupling ca-
pacitance, and therefore coupling-induced energy consumption
becomes increasingly important.
In Figs. 1 and 3, we used the original CACTImodel, which as-

sumes both types of transition activities are 50%, to estimate en-
ergy breakdown for general cases. However, the self-transition
and coupling transition activities are data-dependent, i.e., ac-
cessing different images may result in different switch patterns
on the data H-tree, thus consumes different amount of energy.
Fig. 5 shows how much of total energy self-transition and cou-
pling transition account for with a test video sequence “akiyo”.
Apparently, the energy consumption due to self-transition and
coupling transition activities on data H-tree dominates the total
energy consumption.

III. IMAGE-ORIENTED DATA MANIPULATION
TO REDUCE DRAM ENERGY CONSUMPTION

As pointed out above, on-chip H-tree data routing dominates
DRAM energy consumption for image data access. In this sec-
tion, we present a few simple yet effective data manipulations
schemes that aim to exploit the spatial/temporal pixel value cor-
relations in image data to reduce the switching activities on each
wire and coupling activities among adjacent wires in on-chip
H-tree data routing.

A. Basic Data Manipulation Techniques

In a typical video processing system, image data including
both luminance and chrominance components are stored into
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Fig. 6. Illustration of pixel transfer scheduling when transferring a 16 16
image block within a 64-bit-wide DRAM.

and retrieved from DRAM in the unit of blocks. Due to limited
internal and external data bus width (e.g., 8-bit chip I/O and
64-bit internal data bus in DDR3 SDRAM [23]), only part of a
block is transferred in every clock tick. Thus the temporal cor-
relation of data on data bus is actually the space correlation of
pixels in the image. Intuitively, small differences between suc-
cessive data transferred on the bus more likely incur less tran-
sition activities, leading to low dynamic energy consumption.
Hence, appropriate scheduling of the pixel transfer may help to
reduce the memory access energy consumption.
Following the above intuition, since spatially adjacent pixels

tend to have smaller difference, we should try to transfer spa-
tially adjacent pixels successively over the same set of wires.
This is referred to as pixel transfer scheduling. Without loss
of generality, we assume the DRAM has a 64-bit on-chip data
bus and the luminance density of each image pixel is repre-
sented by 8 bits. Hence, luminance intensities of 8 pixels can
be transferred at one time. In conventional design practice, the
pixel data is transferred row-by-row within each block. For ex-
ample, as illustrated in Fig. 6, when fetching a 16 16 image
block, pixels P8–P15 are transferred on the data bus right after
pixels P0–P7 have been transferred. As a result, the two pixels
P0 and P8, which are 7 pixels spatially away from each other,
are transferred on the same set of wires over the two succes-
sive clock ticks. Following the concept of pixel transfer sched-
uling, we should put the pixels P16–P23 onto the data bus right
after P0–P7 have been transferred, and each pair of vertically
adjacent pixels (e.g., P0 and P8) is transferred over the same 8
wires. In this way, we first successively transfer the left half of
the 16 16 image block, then transfer its right half in the same
order. Clearly, this pixel scheduling is not limited to 64-bit data
bus and can be designed for any internal bus width. For example,
if the internal data bus is 32 bits, only 4 pixels are transferred at
one time, hence we should put P16–P19 on the bus right after
P0–P3 have been transferred. In this way, the left-most 1/4 of
the block is first accessed and then the next 1/4 block.
Using CIF sample video sequence “akiyo” as a test vehicle,

Fig. 7 shows the probability density function of luminance
density differences of consecutive pixels transferred on the
same set of wires, where the conventional practice and pro-
posed pixel transfer scheduling schemes are used. The results
clearly demonstrate that appropriate pixel transfer scheduling
can noticeably reduce the consecutive pixel difference.
Nevertheless, we note that small difference between two

pixels does not necessarily result in small number of bits
changing in binary representation, i.e., the Hamming distance
between two binary numbers is not necessarily proportional to
the deference between the two values they represent. Hence,

Fig. 7. Probability density function of the luminance density difference of con-
secutive pixels transferred on the same set of wires.

Fig. 8. Self-transition activity reduction when using pixel scheduling with and
without Gray coding.

we propose to further use Gray coding to represent the pixel
value in order to ensure small number of bit changes when
pixel values are close. Let be the -bit
binary code, and be its associated
Gray code, where . The conversion between
binary and gray code can be easily implemented in digital
logic, i.e., to convert binary to Gray, we have and

; to convert from Gray to binary,
we have and .
This Gray coding scheme can be combined with the above

pixel transfer scheduling scheme to reduce the self-transition
activities on DRAM on-chip H-tree routing wires. Fig. 8 shows
the self-transition activity reduction when using pixel sched-
uling with and without Gray coding, compared with conven-
tional intra-block row-by-row image data transfer. All the video
sequences, except the 1080p HD video sequence “tractor” and
“rush hour”, are in CIF format. The results show that on av-
erage pixel transfer scheduling itself reduces the self-transition
activity by 21.5%, and the reduction can increase to 38.3%when
combining pixel transfer scheduling with Gray coding. These
pixel-level manipulation schemes are more effective for those
video sequences that have less spatial high frequency informa-
tion, such as “akiyo”.
The above two data manipulation schemes aim to reduce the

self-transition activities on each H-tree data routing wire. As
pointed out in Section II, inter-wire coupling capacitance may
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Fig. 9. Illustration of using bit-level interleaving to increase the correlations
among bits transferred over adjacent wires in order to reduce coupling-induced
energy consumption.

account for a noticeable percentage of on-chip data routing en-
ergy consumption, especially as the wire pitch reduces and as-
pect ratio increases with technology scaling down. Hence, re-
ducing the coupling-transition activity can also noticeably re-
duceDRAM image data access energy consumption. Intuitively,
if bits transferred on adjacent wires have a larger correlation,
the associated coupling-transition activity tends to be relatively
small. Hence, the objective is to increase the correlations of
bits transferred on adjacent wires for image data access. In the
straightforward design practice, the bits of a pixel are grouped
together and transferred on a set of adjacent wires. As a result,
bits on adjacent wires are less correlated since the bits repre-
senting the same pixel should not be highly correlated to each
other. Clearly, bits at the same position in spatially adjacent
pixels tend to have more correlations, especially bits at higher
position (i.e., those more significant bits). Therefore, we pro-
pose to interleave the pixels at the bit-level so that adjacent wires
carry the same-position bits, which can increase the bit correla-
tions between adjacent wires and hence reduce the coupling-in-
duced energy consumption. This is referred to as bit-level inter-
leaved pixel transfer. Assume the DRAM on-chip H-tree data
routing has a width of 64 bits and we transfer eight 8-bit pixels
at one time. Let represent the th bit of the th pixel , where

. As illustrated in Fig. 9, instead of the straight-
forward pixel-by-pixel mapping, we can interleave all the eight
pixels at the bit-level to increase the correlations among bits
transferred over adjacent routing wires.
The bit-level interleaving scheme can be directly combined

with the above pixel-level data manipulation schemes (i.e., pixel
transfer scheduling and Gray coding). Using the most straight-
forward design practice as the baseline scenario (i.e., pixels
are transferred in a row-by-row without using any data ma-
nipulation techniques above), Fig. 10 shows the reduction of
coupling transition activities of the type-II and type-IV transi-
tions as described in Section II, where the CIF sample video
sequence “akiyo” is used. All the four scenarios in Fig. 10 use
pixel transfer scheduling, where BCNI and BCI represent the
scenarios of using binary coding without and with bit-level in-
terleaving, respectively, and GCNI and GCI represent the sce-
narios of using Gray coding without and with bit-level inter-
leaving, respectively. The results suggest that we can largely
reduce the coupling-induced energy consumption by using such
bit-level interleaving scheme. Finally, we note that this bit-level
interleaving technique essentially aims to reduce the total cou-
pling transition activities and does not necessarily guarantee to
always reduce both type-II and type-IV transitions, as shown

Fig. 10. Normalized coupling transition activity when using binary coding
without interleaving (BCNI), Gray coding without interleaving (GCNI), binary
coding with interleaving (BCI), and Gray coding with interleaving (GCI). Pixel
transfer scheduling is used in all the four scenarios.

in Fig. 10. The exact changes (either increase or reduction) of
each individual type of transition are data dependent and could
largely vary from one video sequence to another.
Finally, we note that the above presented data manipulation

techniques can be realized within the video processing engine
(either a software running on a processor or a dedicated hard-
ware core), which is independent on specific video processing
algorithms and completely transparent to SoCDRAMcontroller
and DRAM chips.

B. Impact of Image Frame Recompression

Prior work [12], [24]–[26] proposed to apply image frame
recompression to reduce the required DRAM storage capacity,
chip-to-chip link bandwidth, and DRAM access power con-
sumption in video processing systems. The image frame is
compressed before being stored in external memory and read
back in compressed form before being used for display, coding,
or other purposes. Image frame recompression algorithms
are typically transform-based, e.g., discrete cosine transform
(DCT) and Hadamard transform, and can be either lossless
or lossy. Compared with lossless image recompression, lossy
image recompression can achieve much better efficiency and
realize predictable compression ratio. Hence, we are par-
ticularly interested in the use of the above presented data
manipulation techniques when lossy image recompression is
being employed.
In this work, we consider the scenario where lossy image

recompression employs 8-point modified Hadamard transform
(MHT) [26] followed by simple shift-based quantization.
Among the output of MHT, the DC coefficient is kept un-quan-
tized since it conveys the most important information of
the original eight pixels, and the other 7 higher frequency
coefficients are quantized through simple binary right shift.
Following [12], we consider four sets of quantization shift
parameters listed in Table I. As we increase the number of right
shift bits, the corresponding higher frequency coefficient is
scaled down more significantly and hence a larger compression
ratio can be realized at the cost of bigger loss of image quality.
When the quantization parameter set QP is 0, the MHT output
is not quantized at all.
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TABLE I
SHIFT-BASED QUANTIZATION PARAMETERS

Fig. 11. Normalized coupling and self-transition activities under different QPs.
CT-BC: coupling activity with binary coding; CT-GC: coupling activity with
Gray coding; ST-BC: self-transition activity with binary coding; ST-GC: self-
transition activity with Gray coding. All the four scenarios use pixel transfer
scheduling to reduce self-transition activity.

To minimize the computational complexity, image recom-
pression carries out the transform in one dimension. Since trans-
form inherently de-correlates the pixels, the eight output co-
efficients of 1-D transform are much less correlated. As a re-
sult, the bit-level interleaving is no longer effective to reduce
the coupling-induced energy consumption. On the other hand,
spatially adjacent groups of 8-point transform output still have
strong correlations. Therefore, we can still apply pixel transfer
scheduling and Gray coding to reduce the self-transition ac-
tivity. Using the CIF sample video sequence “akiyo” as a test ve-
hicle, Fig. 11 shows the normalized coupling and self-transition
activities under different QPs when using pixel scheduling with
either binary coding or Gray coding. It also shows the corre-
sponding PSNR (peak signal-to-noise ratio) since different QPs
result in different image quality. Although Gray coding can al-
ways lead to less self-transition activity, it may not necessarily
ensure less coupling activity over binary coding. In fact, the re-
sults show that Gray coding tends to result in higher coupling
activity. Therefore, Gray coding is not always preferred over
binary coding in this context, especially when coupling capaci-
tance accounts for a large portion of total wire capacitance.

IV. HETEROGENEOUS DRAM ARCHITECTURE
FOR VIDEO PROCESSING

Image data access in video processing can be unbalanced.
For example, in video coding, the reference image frames are
read from DRAM multiple times, while the other frames may
be read only once. Intuitively, it is favorable if those hot data
can be accessed with a relatively low energy consumption.
However, present commodity DRAM employs a fully balanced
on-chip H-tree routing strategy to ensure the uniform access
to any memory sub-arrays in terms of latency and energy. The
mismatch between unbalanced image data access and balanced
memory access cost directly motivates us to investigate the

Fig. 12. Energy consumption versus memory footprint of a 32 Mb memory
with different sub-array sizes.

potential of re-architecting DRAM for reducing image data
access energy consumption.

A. Basic Design Strategy

Assuming it is feasible to customize DRAM architecture for
video processing due to its huge commercial market, we pro-
pose a heterogeneous DRAM architecture geared to video pro-
cessing. The key is to allocate a small portion of memory sub-ar-
rays optimized for low-power data access to store those hot
image data, which is referred to as hot data zone. This leads
to a heterogeneous DRAM architecture consisting of a small
hot data zone optimized for low power data access and main
memory array optimized for storage density. As long as the hot
data zone has a reasonably small storage capacity, such a hetero-
geneous DRAM architecture will not incur significant bit cost
penalty over its conventional homogeneous counterpart.
As pointed out above, image data access should employ

page mode DRAM operation, in which the on-chip H-tree data
routing dominates the energy consumption as demonstrated in
Fig. 3. Therefore, the routing of the hot data zone should be
separate from the main memory array, and the hot data zone
should be the closest to the memory chip I/O. Moreover, the size
of memory sub-array in the hot data zone should be carefully
chosen. We use CACTI to estimate the energy consumption
and footprint of a 32 Mb memory with different sub-array
sizes under either open page or closed page mode, as shown
in Fig. 12. The energy consumption per access from closed
page with 128 512 sub-arrays is lower than with 256 512
sub-arrays, because longer bitlines are precharged in the latter
case. Nevertheless, with respect to the energy consumption per
access from open page, which is dominated by on-chip routing
energy consumption, the design with 128 512 sub-arrays
incurs higher energy consumption than the one with 256 512
sub-arrays, because too small sub-array incurs higher routing
energy consumption. For image data access where page mode
is heavily used as pointed out before, the one with the minimal
energy consumption for open page should be used to implement
the hot data zone.
In order to obviate any impact on memory I/O interface

and addressing, the small hot data zone should have the same
number of banks as the main memory array, and its address
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space is fixed so that the DRAM controller can easily de-
termine whether the request is for the hot data zone or main
memory array using address masking. Due to smaller sub-array
sizes employed by the hot data zone, some internal operations
can be configured differently from the main memory array.
For example, small sub-array size corresponds to a higher
storage capacitance versus bitline capacitance ratio, leading to
a longer retention time. Hence, the hot data zone can have a
longer refresh period. Furthermore, we can adopt the multiple
supply voltage technique that has been widely used in logic
circuit design, i.e., we still use high supply voltage in the main
memory array to maintain low random access latency, while
use relatively low supply voltage on H-tree in the small hot data
zone to further reduce data access energy consumption. Since
most image data access is from open page in video processing,
the hot data zone is small and the routing from hot data zone
to I/O is short, the small increase in latency due to low supply
voltage may not be an issue.

B. Impact on Video Processing Algorithm Design

In the above proposed heterogeneous DRAM architecture,
the capacity of the hot data zone is determined in the design time
and remains fixed in the run time. Nevertheless, various video
processing applications may have largely different amount of
hot image data, and the hot data zone may not be able to store
all the hot data for certain video processing applications. Since
not all the hot data are frequently accessed at the same time,
we can use run-time data swap between the hot data zone and
mainmemory array when necessary. Since such DRAM internal
data swap incurs energy consumption and latency overhead, we
should minimize the occurrence of data swap activity, for which
the video processing algorithm may need to be appropriately
modified.
In this work, we use 1080p HDTV video decoding as a case

study to further demonstrate the above discussion. To cope with
1080p HDTV video decoding, we need 24 Mb memory to store
both luminance and chrominance data of one reference frame.
Since multiple reference frame motion estimation (MRF-ME)
is widely used for HD video coding, the hot reference frame
data may occupy around 100 Mb memory, which can be much
larger than the storage capacity of the hot data zone. As a result,
we should rely on run-time data swap to move hot reference
image data being accessed into the hot data zone. As illustrated
in Fig. 13, we assume reference frames are used
to predicate the successive frames . In current de-
sign practice, only after the decoder finishes the motion com-
pensation for one frame , it will begin to process the next
frame . If we keep the same frame-by-frame processing
flow when using the proposed heterogeneous DRAM, each ref-
erence frame has to be moved into and out from the hot data
zone once for each frame , leading to large energy consump-
tion and latency overhead. To address this issue, we can change
the processing flow as follows: We move the same region of all
the reference frames into the hot data zone (e.g., the shaded re-
gion in all the reference frames as illustrated in Fig. 13), and
they are used to carry out motion compensation for the same re-
gion of all the frames (e.g., the macroblocks in the

Fig. 13. Illustration of decoding sequence with limited capacity of hot data
arrays.

shaded region in the frames as illustrated in Fig. 13). There-
fore, the motion compensation for all the frames are carried
out simultaneously in a portion-by-portion manner. As a result,
the occurrence of hot data swap in DRAM is largely reduced.
We briefly discuss the reference image access energy con-

sumption cost estimation when using the above modified
processing flow. Let denote the number of reference frame
and denote the number of frames predicted by the reference
frames. Assume each image frame requires bits of storage
capacity, and the hot data zone has a capacity of bits. Since
the data access energy consumption of the hot data zone is a
function of its storage capacity, we use denote the access
energy consumption per bit of the hot data zone. In addition,
let denote the access energy consumption per bit of the
main memory array. When using the above modified video
decoding process flow in heterogenous DRAM, the reference
frame access energy consumption can be estimated as

(2)

where denotes the positive part of the operand, i.e.,

The first term in (2) represents the energy consumption induced
by DRAM internal data swap, and the second term is the energy
consumption induced by retrieving reference image data for the
video decoder.

V. SIMULATION RESULTS

To demonstrate and compare the above presented design
techniques, we use video decoding as a test vehicle and carry
out extensive simulations. Regarding the DRAM, we set its
parameters as 64 bits of on-chip data bus width, 8 bits of I/O
width, one read/write port, and 8 banks. The DRAM modeling
is carried out at 45 nm technology node using CACTI [22]
which is further enhanced to capture the energy consumption
induced by both self-transition and coupling transition. We
consider two different DRAM capacities, including 512 Mb
and 2 Gb. The DRAM modeling results used in our evaluation
are listed in Table. II. The energy consumption is calculated by
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TABLE II
DRAM PARAMETERS

TABLE III
POWER CONSUMPTION (MW) COMPARISON
AND SAVING OF ENTIRE VIDEO DECODER

assuming 50% switching activity. With a larger capacity, the 2
Gb DRAM has a bigger footprint, which leads to longer routing
bus and hence higher energy consumption. Regarding video
decoding, each macroblock contains 16 16 pixels and each
pixel’s luminance intensity is represented by 8 bits. The chroma
format is 4:2:0, hence the amount of chrominance data is half
of that of luminance data. The Gray code encoder and decoder
are implemented with Verilog design entry and synthesized
with Synopsis design tools.

A. Evaluation of Data Manipulation Techniques

First, we evaluate the image data access energy consumption
when using the data manipulations techniques presented in
Section III, including pixel transfer scheduling, Gray coding,
and bit-level interleaving. For the purpose of comparison, we
also consider the case when none of these techniques are used
and image data are simply accessed in a row-by-row manner,
which is used as the baseline. Fig. 14 shows the average
DRAM energy consumption to read or write both luminance
and chrominance data of a 16 16 macroblock under various
video sequences, where different combinations of these data
manipulation techniques are considered. The results clearly
demonstrate the effectiveness of these data manipulation
techniques. For 512 Mb DRAM, the average access energy
consumption per macroblock is 63.42 nJ in the case of baseline,
which reduces to 39.20 nJ when all the three techniques are
used, representing 38.2% reduction; for 2 Gb DRAM, the
average access energy consumption per macroblock is 169.07
nJ in the case of baseline, which reduces to 103.27 nJ when all
the three techniques are used, representing 38.9% reduction.
To further demonstrate effectiveness of these data manip-

ulation techniques in the context of entire video decoding,
including both processing core and DRAM energy consump-
tion, we estimate the corresponding DRAM power consumption
under different video formats when using either the baseline
or the combination of all the three data manipulation tech-
niques. Moreover, we extract the video decoder core power
consumption for two video formats QCIF (176 144) and D1

Fig. 14. DRAM access energy consumption per macroblock in the case of
(a) 512 Mb and (b) 2 Gb DRAM. Both luminance and chrominance data are
accessed.

(720 480) based upon the results presented in [27]. The de-
coder is implemented at 0.18 m technology node. The results
are listed in Table III, in which all the power are in the unit of
mW. The Gray encoding and decoding power consumption for
two video formats is 1.3 W and 0.21 mW, respectively, which
are negligible compared to the decoder and memory power
consumption. The latency incurred by Gray coding is very
small and can be hidden by pipelining. The power reduction
on DRAM access contributes substantially to the total power
reduction of the entire decoding system.
Next, let us consider the scenarios when image frame re-

compression is used. Fig. 15 shows the estimated 2 Gb DRAM
access energy consumption per macroblock when using dif-
ferent schemes. We note that all the schemes use the pixel
transfer scheduling technique, hence for the purpose of being
concise the legends in Fig. 15 do not explicitly contain the term
“scheduling”. For the purpose of comparison, the figure also
shows the energy consumption when using all the three data
manipulation techniques without recompression. Four video
sequences “akiyo”, “hall”, “foreman”, and “mobile” sequences
are used in the simulation. As demonstrated in Fig. 15, in
general, Gray coding can realize better energy efficiency than
binary coding under the same QP value. In addition, as we
improve the compression ratio by increasing the QP value, we
can reduce the memory access energy consumption because
less amount of data need to be accessed. With highest com-
pression ratio (i.e., ), our techniques can achieve up
to 80% of power reduction, compared to baseline as shown
in Fig. 14(b). By varying the recompression quantization pa-
rameter QP from 1 to 3, Fig. 16 shows the trade-off between
image fidelity degradation and reference image access power
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Fig. 15. 2 Gb DRAM access energy consumption per macroblock when frame
recompression is being used. Both luminance and chrominance data are consid-
ered.

Fig. 16. Reference image access power consumption versus PSNR under dif-
ferent recompression quantization parameter QP. Points on each curve from top
to bottom represent QP of 1, 2, and 3, respectively.

consumption in real-time CIF video decoding. As mentioned
in Section III-B, Gray coding may not necessarily result in
less energy consumption than binary coding in the context
of image recompression. Because Gray coding can reduce
the self-transition activity but tends to induce more coupling
activity as shown in Fig. 11, Gray coding can only outperform
binary coding when the coupling capacitance is sufficiently
small compared with the total wire capacitance. Based on the
simulation results, Fig. 17 shows the threshold of normalized
coupling capacitance versus total wire capacitance, below
which Gray coding can outperform binary coding in terms of
energy consumption. The threshold drops as we increase the
compression strength. In this study, we set the normalized wire
coupling capacitance to 26% in the DRAM modeling, well
below the thresholds shown in Fig. 17. Therefore, as shown in
Fig. 15, Gray coding outperforms binary coding in our study.

B. Evaluation of Heterogeneous DRAM Architecture

Fig. 18 shows the energy to access one macroblock in the hot
data zone when varying the capacity of the hot data zone and
the size of each memory sub-array. All the three data manipu-
lation techniques are used in the simulation. We also consider

Fig. 17. Threshold of normalized coupling capacitance, below which Gray
coding can outperform binary coding in terms of energy consumption.

the use of two different supply voltages 1.2 V and 1.0 V. The
results suggest that the memory sub-array size of 256 512 ap-
pears to be the best option that can minimize both the footprint
and energy consumption. Its small footprint is simply due to the
relatively large sub-array size compared with the other options.
Since the energy consumed by routing dominates the total image
data access energy consumption, the sub-array size of 256 512
results in minimal routing energy consumption and hence the
minimal overall access energy consumption. When using high
supply voltage and 256 512 sub-array size, the average en-
ergy to read one macroblock from a 32 Mb hot data zone is 9.21
nJ, which is only 21% of the energy consumed to read one mac-
roblock from a homogeneous 2 Gb DRAM. By decreasing the
supply voltage from 1.2 V to 1.0 V, the energy is further reduced
by approximately 30%. In addition, such a 32 Mb hot data zone
only occupies 1.45 mm compared to 50 mm of a 2 GbDRAM.
To demonstrate the impact of the hot data zone capacity on

video decoding system energy consumption, we use HDTV se-
quences “tractor” with multiple reference frames decoding as an
example. In the case where the hot data zone is not large enough
to hold all the current reference frames, we use the run-time hot
data swap and accordingly modify the decoding process flow
as discussed in Section IV-B to minimize the data swap energy
consumption. We set the entire DRAM is 2 Gb. The number
of reference image frames varies from 1 to 5. In this HDTV
video sequence, each frame requires 24 Mb storage capacity,
and each reference image frame is involved in the motion com-
pensation for 10 frames. We consider three different capacity of
the hot data zone, including 8 Mb, 16 Mb, and 24 Mb. Fig. 19
shows the average power consumption for retrieving each refer-
ence image under different hot data zone capacity and different
number of reference frames being used in motion compensa-
tion. As more reference image frames are involved in the mo-
tion compensation, hot data swap will be carried out more fre-
quently, leading to higher energy consumption overhead. There-
fore, the average reference image frame retrieval energy con-
sumption increases as the number of reference image frames
increases, as shown in Fig. 19. For the purpose of comparison,
this figure also shows the case without using the hot data zone,
where the reference image retrieval energy consumption is in-
dependent on the number of reference image frames. Our results
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Fig. 18. Average energy consumption to access one macroblock from the hot data zone with various configurations and two different supply voltages, and footprint
of the hot data zone with different configurations.

Fig. 19. Average power consumption for retrieving each reference frame for
real-time 1080p video decoding with various capacities of hot data zone in a
2 Gb DRAM.

show that heterogeneous DRAM architecture outperforms con-
ventional architecture if less than 5 reference frames are used.
The power can be saved as much as 92% if all the techniques are
used together. In addition, energy increases more rapidly with
number of reference frames increasing if larger hot data zone is
used, because access energy from that region is higher.

VI. CONCLUSION

This work concerns how to reduce DRAM image data ac-
cess energy consumption in video processing applications. Its
motivation is two-fold: 1) video processing is one of the most
energy-hungry functions in pervasive mobile devices, and 2)
DRAM image data access energy consumption increasingly
outweighs video processing logic energy consumption, but
prior efforts mainly focused on how to reduce the latter. The
objective of this work is to develop domain-specific techniques
to reduce DRAM energy consumption by appropriately ex-
ploiting image data access characteristics, in particular the
image data spatial and temporal correlation and unbalanced
image access in most video processing. We propose to use three
simple yet effective data manipulation techniques to exploit
the spatial/temporal correlation to reduce DRAM data routing
energy consumption, and propose a heterogeneous DRAM
architecture to embrace the unbalanced image access to further

reduce DRAM energy consumption. Using CACTI-based
DRAM modeling and video decoding as a test vehicle with
representative video sequences, we quantitatively demonstrated
the effectiveness of these design techniques.
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