
IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 19, NO. 3, MARCH 2011 483
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Abstract—Because of its high storage density with superior
scalability, low integration cost and reasonably high access speed,
spin-torque transfer random access memory (STT RAM) appears
to have a promising potential to replace SRAM as last-level
on-chip cache (e.g., L2 or L3 cache) for microprocessors. Due to
unique operational characteristics of its storage device magnetic
tunneling junction (MTJ), STT RAM is inherently subject to a
write latency versus read latency tradeoff that is determined by
the memory cell size. This paper first quantitatively studies how
different memory cell sizing may impact the overall computing
system performance, and shows that different computing work-
loads may have conflicting expectations on memory cell sizing.
Leveraging MTJ device switching characteristics, we further pro-
pose an STT RAM architecture design method that can make STT
RAM cache with relatively small memory cell size perform well
over a wide spectrum of computing benchmarks. This has been
well demonstrated using CACTI-based memory modeling and
computing system performance simulations using SimpleScalar.
Moreover, we show that this design method can also reduce STT
RAM cache energy consumption by up to 30% over a variety of
benchmarks.

Index Terms—Cache memories, magnetic tunneling junction,
spin-torque transfer.

I. INTRODUCTION

A S CURRENT mainstream memory technologies such as
SRAM, DRAM, and flash memories are all facing se-

rious scaling problems, there have been a resurgence of interest
in searching for highly scalable universal memory [1]. Magne-
toresistive RAM (MRAM) is one of the most promising can-
didates that have attracted a lot of attentions [2]–[4]. The basic
building block in MRAM is magnetic tunneling junction (MTJ),
and the data storage is realized by configuring the resistance of
MTJs into one of two possible states (i.e., high-resistance state
and low-resistance state). Different from the first generation of
MRAM that uses explicitly generated magnetic fields to switch
the state of MTJs, a new technique called spin-torque transfer
(STT) uses through-MTJ current of spin-aligned electrons to
switch the state of MTJ, which has a much greater scalability
potential and hence has received a growing interest [5]–[9].
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This work is interested in using STT RAM to implement
last-level on-chip cache memory, e.g., L2 or L3 cache, in mi-
croprocessors. STT RAM is a promising alternative to SRAM
to realize last-level on-chip cache for three main reasons:

1) Last-level cache memory tends to occupy a large on-chip
silicon area, hence it is highly desirable to maximize its
storage density. With a simple cell structure consisting of
only one nMOS transistor and one MTJ and great scala-
bility, STT RAM could achieve much higher storage den-
sity than SRAM. Meanwhile, for large capacity last-level
cache memory in which interconnect delay tends to play
a bigger role, STT RAM can achieve comparable access
speed as SRAM.

2) It only incurs three more mask layers to embed MTJ
devices on logic dies [10], which makes embedded STT
RAM an economically viable option. Moreover, such
modest extra mask cost may be potentially offset by the
die area reduction by using STT RAM to replace SRAM
as last-level on-chip cache.

3) SRAM-based last-level cache memory tends to incur a sig-
nificant amount of leakage power consumption. Being non-
volatile, STT RAM can dramatically reduce the leakage
power consumption.

Design of STT RAM cache memory is nontrivial because
STT RAM is subject to an inherent tradeoff between write la-
tency and read latency, which will be elaborated later. Such
write versus read latency tradeoff is essentially determined by
the size of the nMOS transistor in each STT RAM cell. The con-
tribution of this work is two-fold.

1) We first quantitatively study how such write vs. read
latency trade-off may affect processor performance over
a wide spectrum of benchmarks when using STT RAM
as on-chip L2 cache. Results show that different types
of benchmarks may have conflicting expectations on the
STT RAM L2 cache write vs. read latency tradeoff, i.e.,
some benchmarks favor the use of relatively small nMOS
transistors in memory cells while some other benchmarks
favor the use of relatively large nMOS transistors in
memory cells.

2) Leveraging MTJ device switching characteristics, we
propose a dual-write-speed STT RAM cache design
method that can improve the performance of STT RAM
cache with relatively small nMOS transistors. As a result,
this method enables the designers to use relatively small
nMOS transistors in STT RAM cache memory cells,
which not only reduces cache memory footprint but also
delivers satisfactory computing performance over a wide
spectrum of benchmarks. Moreover, this dual-write-speed
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Fig. 1. (a) Parallel (low resistance) and (b) anti-parallel (high resistance) of one
MTJ, and (c) structure of a 1T1MTJ STT RAM cell.

design method can also reduce the average STT RAM
write energy consumption. We enhanced the CACTI 5
[11], a widely used cache memory modeling tool, to sup-
port the STT RAM cache memory modeling, and apply
SimpleScalar 3.0 [12] to carry out extensive computing
system performance over a variety of benchmarks to study
the involved design tradeoffs and demonstrate the effec-
tiveness of this proposed dual-write-speed design method.

The remainder of this paper is organized as follows.
Section II reviews the STT RAM basics and prior related work,
and Section III discusses the CACTI-based STT RAM cache
modeling. Section IV demonstrates the impact of STT RAM
write vs. read latency tradeoff on computing system perfor-
mance when using STT RAM to implement L2 cache, and
Section V presents the proposed dual-write-speed STT RAM
cache design method. Conclusions are drawn in Section VI.

II. BACKGROUND AND PRIOR WORK

A. STT RAM Basics

As the basic storage element in STT RAM, each MTJ has
two ferromagnetic layers separated by one oxide barrier layer.
The resistance of each MTJ depends on the relative magnetiza-
tion directions of the two ferromagnetic layers, i.e., when the
magnetization is parallel (or anti-parallel), MTJ is in a low (or
high) resistance state, as illustrated in Fig. 1(a) and (b), respec-
tively. In STT RAM, parallel and anti-parallel magnetization
are realized by steering a write current directly through MTJs
along opposite directions. Let and denote the high and
low MTJ resistance, respectively, is convention-
ally referred to as tunneling magneto-resistance ratio (TMR).
One important MTJ device parameter in STT MRAM is its write
current threshold: To successfully switch the resistance state, the
current steered through MTJ must be higher than the write cur-
rent threshold.

Fig. 1(c) shows the typical 1T1MTJ STT RAM cell struc-
ture. Each cell contains one MTJ as the storage element and
one nMOS transistor as the access control device. During write
or read operations, the bit-line (BL) and source-line (SL) estab-
lish appropriate voltage drop across the cell, and the word-line
(WL) turns on/off the nMOS transistor to realize memory cell
access control. To sustain a write current higher than the MTJ
write current threshold, the size (or width) of the nMOS tran-
sistor within each cell must be sufficiently large. As a result, the
nMOS transistor is relatively large and tends to dominate the
overall memory cell size [5], [6], [13], [14].

Fig. 2. Illustration of the relationship between (a) MTJ switching time and
mean of write current threshold at 45 nm node and (b) MTJ switching time
and standard deviation versus mean ratio (SDMR) at 45 nm node based on the
analysis and data presented in [15].

To successfully switch the MTJ resistance state, the
through-MTJ write current not only has to be larger than
the write current threshold but also should sustain for a certain
amount of time, called MTJ switching time. As demonstrated
in [15], for any given MTJ, its switching time and write current
threshold are variable and correlated, i.e., as MTJ switching
time reduces, the write current threshold will increase. More-
over, due to the inevitable process variation, particularly as the
technology scales down, write current threshold may vary from
one MTJ to the other under the same MTJ switching time. Such
write current threshold variation can be characterized by mean
and standard deviation. The write current threshold standard
deviation versus mean ratio (SDMR) and MTJ switching time
are also correlated, i.e., as MTJ switching time reduces, the
SDMR will increase. Based on the analysis and data presented
in [15], Fig. 2(a) shows the relationship between MTJ switching
time and mean of write current threshold at 45 nm node, and
Fig. 2(b) shows the relationship between MTJ switching time
and SDMR at 45 nm node.

Due to such strong correlations between MTJ switching time
and write current threshold characteristics, STT RAM design
involves an inherent tradeoff between write latency and read la-
tency, i.e., to reduce memory write latency, we may have to sac-
rifice memory read latency. This will be quantitatively demon-
strated in Section III and can be intuitively explained as follows.
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To reduce memory write latency, MTJ switching time has to
be reduced, leading to larger MTJ write current threshold mean
and SDMR values. As a result, the nMOS transistor within each
memory cell should have a larger size, which will increase the
bit-line parasitic capacitance and hence increase the memory
sensing latency.

B. Prior Work

In conventional toggle mode MRAM design, magnetic fields
are explicitly generated and used to switch the state of MTJs.
A 4-Mb toggle MRAM with an asynchronous SRAM-like in-
terface was demonstrated using 0.18- m CMOS technology in
[16], which can achieve a 25 ns cycle time. In [17], a 16-Mb
toggle MRAM was demonstrated using 0.18- m CMOS tech-
nology with a 30 ns cycle time. STT RAM was presented for
the first time by SONY in 2005 [5]. A 2 Mb STT RAM chip
with a 40 ns access time using 0.2 m technology was demon-
strated in [13]. In [9], an efficient simulation tool was developed
to predict STT RAM yield and a corresponding statistical opti-
mization methodology was proposed to enhance memory yield
at an early stage of the design cycle.

As pointed out in the above, because of its high storage den-
sity with superior scalability, low integration cost and reason-
ably high access speed, STT RAM appears to have a promising
potential to replace SRAM as on chip cache for microproces-
sors. Dong et al. [4] presented a cache model for STT RAM-
based cache and evaluate the system performance of STT RAM-
based cache under a 3-D integrated system framework. Li et al.
[18] evaluated the system performance degradation of using
STT RAM as both L1 and L2 cache based on their STT RAM
yield and density model, and presented a stretched write cycle
technique to accommodate the long MTJ switching time by
holding the word-line high for multiple cycles during the write
operations. We note that a direct use of such word-line hold-time
stretching scheme makes all memory cells subject to the same
worst-case write latency. This work aims to leverage the in-
herent MTJ device variation to reduce the average STT RAM
cache write latency as elaborated later.

III. STT RAM CACHE MEMORY MODELING

This work concerns the use of STT RAM as last-level on-chip
cache memory (e.g., L2 or L3 cache) in microprocessors. Due
to the inherent STT RAM write versus read latency tradeoff, it
is indispensable to develop an STT RAM cache memory mod-
eling tool that can quantitatively estimate the memory write and
read latency. Therefore, in this work, we first developed an STT
RAM cache memory modeling tool based upon the version 5.0
of the widely used cache memory modeling tool CACTI [11].
As shown in Fig. 1(c), STT RAM has a memory cell structure
similar to DRAM, i.e., each memory cell simply contains one
data storage element and one nMOS transistor for access con-
trol. Moreover, since both STT RAM and DRAM cells have a
three-terminal cell interface, STT RAM cell array has a structure
very similar to that of DRAM cell array. Therefore, we modi-
fied the CACTI DRAM model to obtain the STT RAM cache
model, as described below.

First, we changed the memory cell area parameter according
to our STT RAM cell layout as shown in Fig. 3. Speed and area

Fig. 3. STT RAM cell layout.

Fig. 4. Simulation results representing the relationship among MTJ switching
time, nMOS transistor width, and write current at 45 nm node.

performance modeling in CACTI are decomposed into several
parts, including global data/address bus H-tree routing, memory
sub-array peripheral decoders, word-lines, bit-lines, and sense-
amplifiers. Clearly, we can keep the modeling of H-tree routing
intact. Furthermore, we keep the same modeling of sub-array
peripheral decoders and word-lines. In the context of bit-lines
and sense amplifiers, we carried out SPICE simulations to es-
timate their latency using the STT RAM sensing scheme pro-
posed in [19] and PTM transistor model [20] at 45 nm node.
Since the MTJ TMR affects the memory sensing latency, we set
the high and low resistance of MTJ as 2 and 1 K , respectively,
at 45 nm node according to [14].

As discussed in Section II and illustrated in Fig. 2, MTJ
switching time and write current threshold characteristics
(including mean and standard deviation) are correlated. In this
work, we size the nMOS transistor within each memory cell
using the rule, i.e., the nMOS transistor should be able
to sustain a write current that is larger than the mean of
MTJ write current threshold. To enable the STT RAM CACTI
modeling tool to explore a large spectrum of MTJ switching
time, we use the data in Fig. 2 and carry out SPICE simulations
at 45 nm node to quantitatively reveal the relationship among
MTJ switching time, nMOS transistor width, and write current,
as shown in Fig. 4. These results are embedded into the STT
RAM cache memory modeling tool.

For SRAM cache, the actual delay to read or write a cell (i.e.,
the period during which the word-line is held high) is typically
a single cycle, and the entire access latency is dominated by



486 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 19, NO. 3, MARCH 2011

Fig. 5. STT RAM read and write access latency under different nMOS tran-
sistor width in a 4 MB STT RAM cache memory at 45 nm node.

global routing. In contrast, STT RAM cache has heavily asym-
metric read and write latencies. A single cycle is used to read the
memory cell and the read latency is still dominated by H-tree
routing delay. But the write latency of STT RAM cache heavily
depends on MTJ device switching time. As shown in Fig. 4,
the MTJ device switching time is in the orders of 10 ns, which
tends to be (much) longer than the routing delay. Therefore, the
word-line must be held as high for multiple cycles during the
write operations, as suggested in [18], which has been used in
our modeling tool.

Using the developed CACTI-based STT RAM cache memory
modeling tool, we studied a 4 MB STT RAM cache memory at
45 nm node. Fig. 5 shows the memory read and write access la-
tency under different width of the nMOS transistor within each
memory cell. The results clearly show a tradeoff between the
STT RAM read and write latency. A larger nMOS transistor
size directly increases the word-line/bit-line capacitance and
memory footprint, leading to longer latencies associated with
word-line/bit-line and H-tree routing. Hence, the STT RAM
read latency increases as we increase the nMOS transistor size.
On the other hand, since a larger nMOS transistor size can dra-
matically reduce MTJ switching time, which can well offset
the increase of word-line/bit-line and H-tree routing, the overall
STT RAM write latency tends to decrease as we increase the
nMOS transistor size.

IV. CASE STUDY: USING STT RAM AS L2 CACHE

Since computing system performance can be affected by both
read and write speed of cache memories, we further study how
the write versus read speed tradeoff inherent in STT RAM may
impact the overall computing system performance when using
STT RAM as L2 cache memory. In this work, we carry out
simulation using the SimpleScalar 3.0 simulator. However, it
should be pointed out that SimpleScalar 3.0 does not take into
account of the cache write latency during the simulation. This
is reasonable for conventional SRAM cache, since SRAM write
latency is very small and hence we can use a small write buffer
to ensure data are only written to cache memory during idle
cycles. However, since STT RAM tends to have a much longer
write latency, we must explicitly take into account of the cache
write latency during simulations. Therefore, we modified the

TABLE I
SIMPLESCALAR SIMULATION PARAMETERS

SimpleScalar 3.0 simulator by explicitly adding a write buffer
that can hold eight entries. We set that cache read operations
have a higher priority than cache write operations, i.e., a cache
write operation will be immediately terminated once we need to
read from the cache unless the write buffer is full, and we always
try to empty the write buffer during idle cycles.

Table I lists the simulator configuration parameters used
in this work, where STT RAM is used to realize the 4 MB
L2 cache. Based upon the results shown in Fig. 5, we con-
sidered eight different instantiations of the 4 MB STT RAM
L2 cache with different write versus read speed tradeoffs and
hence nMOS transistor sizes and overall cache area, as listed
in Table II, where the cycle time is 0.5 ns. By carrying out
SPICE simulations, we estimate the STT RAM cell dynamic
energy consumption of read and write operations for different
STT RAM cell design cases as listed in Table II. Due to its
nonvolatility feature, STT RAM cells do not consume any
standby leakage power. The leakage power of STT RAM is
incurred by peripheral circuits, which is also listed in Table II.
For the purpose of comparison, we also list the corresponding
parameters of a 4 MB SRAM L2 cache obtained from CACTI
estimation.

Using the modified SimpleScalar simulator, we simulated all
26 SPEC2000 benchmarks, including 12 integer benchmarks
and 14 floating point benchmarks. Since L2 cache access occurs
only in case of L1 cache miss after the initialization phase, we
recorded the occurrences of L1 instruction cache and L1 data
cache misses, and accordingly calculated the miss rates as listed
in Table III. Based upon the L1 cache miss rates, we categorize
these 26 benchmarks into the following three types:

• Type-I benchmarks that have high L1 data cache miss rates;
• Type-II benchmarks that have low L1 data cache miss rates

but high L1 instruction cache miss rates;
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TABLE II
PARAMETERS OF EIGHT DIFFERENT 4 MB STT RAM L2 CACHES AND A 4 MB SRAM L2 CACHE AT 45 nm NODE

TABLE III
SPEC2000 BENCHMARKS USED IN THIS WORK

• Type-III benchmarks that have low miss rates for both L1
data cache and L1 instruction cache.

Fig. 6 shows the simulation results in terms of normalized in-
struction per cycle (IPC) when using the above eight different
STT RAM L2 caches and SRAM-based L2 cache. To improve
the IPC estimation accuracy, we follow the SimPoint simulation
strategy [21] in all our simulations. The results clearly show that,
with different L1 miss behaviors, these three types of bench-
marks respond to various STT RAM design configurations in
different manners, which can be intuitively explained as follows.

1) With high L1 data cache miss rates, Type-I benchmarks
tend to incur a large number of L2 cache read and write
operations. If the size of nMOS transistors within STT
MRAM cells is too small (such as the cases R6W83 and
R7W63), L2 cache write latency will be so large that it
tends to become the overall computing system perfor-
mance bottleneck. There is a significant performance
degradation when replacing SRAM L2 cache with STT
RAM L2 cache. When we increase the size of nMOS tran-
sistors, L2 cache write latency dramatically decreases and
the read access latency only slowly increases, as shown in

Fig. 5. Therefore, the overall system performance tends to
improve if we reduce L2 cache write latency at the cost of
longer L2 cache read latency, as shown in Fig. 6. However,
due to the relatively long access latency compared with
SRAM L2 cache, the overall computing system perfor-
mance is still worse than that of using SRAM L2 cache.

2) Type-II benchmarks have low L1 data cache miss rates and
high L1 instruction cache miss rates. Since L1 instruction
cache misses most likely incur L2 cache read operations,
Type-II benchmarks tend to have more L2 cache read op-
erations than L2 cache write operations. As a result, the
overall computing system performance tends to improve if
we use a smaller nMOS transistor within STT RAM cells
(i.e., reduce L2 cache read latency at the cost of longer L2
cache write latency), as shown in Fig. 6. It is also noticed
that the STT RAM cache with a smaller nMOS transistor
(such as the case R6W83) has the similar overall computing
performance with SRAM cache for Type-II benchmarks,
because the smaller read latency can well offset the perfor-
mance degradation due to the longer write latency, when
L2 write operation number is small.

3) For Type-III benchmarks, miss rates of both L1 data
cache and L1 instruction cache are low, i.e., this type of
benchmarks tends to incur relatively small number of L2
cache access operations. As a result, various L2 cache
write versus read speed tradeoffs tend to have little impact
on the computing system performance in this context, as
clearly shown in Fig. 6. Therefore, compared with SRAM
cache, the performance degradations for all STT RAM
cache cases are very small.

The above simulation results and discussions suggest that
Type-II and Type-III benchmarks favor the use of relatively
small nMOS transistors in STT RAM cache memory cells,
which could not only maintain good computing system perfor-
mance but also reduce the cache memory footprint. As pointed
out earlier, last-level cache usually occupies a large percentage
of on-chip silicon area, hence this could contribute to compen-
sating the extra mask cost for embedding STT RAM and even
reducing the overall chip fabrication cost. However, the use of
small nMOS transistors tend to largely hurt the computing per-
formance of Type-I benchmarks with high L1 data cache miss
rates. To address this dilemma, in the remainder of this paper,
we present an STT RAM architecture design method that can
mitigate the performance degradation for Type-I benchmarks
when small nMOS transistors are being used. This makes it
practically feasible to use relatively small nMOS transistors in
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Fig. 6. Normalized IPC under different STT RAM L2 cache cell design and comparison with using SRAM L2 cache.

Fig. 7. Estimated dynamic power of different STT RAM L2 cache cell designs and comparison with using SRAM L2 cache.

STT RAM cache design, which can deliver good computing
system performance over a wide spectrum of applications and
meanwhile ensure a small cache memory footprint.

Moreover, during SimpleScalar simulations, we trace the
cache access statistics of each benchmark. By combining the
cache access statistics and the energy consumption results
listed in Table II, we estimate the dynamic power consumption
of all the 26 benchmarks for different STT RAM cache designs
and SRAM cache as shown in Fig. 7. Due to its large write
energy consumption, the dynamic power consumption of STT
RAM L2 cache is much higher than SRAM L2 cache. Table IV
lists the average dynamic power consumption of different STT
RAM cache designs. Using the developed CACTI-based STT
RAM cache memory modeling tool, we further estimate the
leakage power consumption as listed in Table IV. Although
the dynamic power consumption of STT RAM L2 cache is
much higher than SRAM L2 cache due to its large write energy
consumption, STT RAM L2 cache can still save a large amount

TABLE IV
POWER ESTIMATION OF DIFFERENT STT RAM CACHE DESIGNS

of power consumption because of its nonvolatile nature with
much lower leakage power consumption. Finally, we note that
such significant power saving can readily offset the modest IPC
degradation and hence ensure significant savings in terms of
overall energy consumption.
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V. PROPOSED DUAL-WRITE-SPEED METHOD

To reduce the performance degradation for applications with
high L1 data cache miss rates when using small nMOS tran-
sistors in STT RAM cache memory cells, we have to reduce
the cache memory write latency. Recall that, for STT RAM
circuit design, we first choose the target MTJ switching time

based on which we can derive the MTJ write current
threshold mean and standard deviation . Then we use
the conventional design rule to set the size of nMOS tran-
sistor sizes so that they could sustain a worst-case MTJ write
current . Since a larger MTJ write cur-
rent enables a shorter MTJ switching time, under such con-
servative design scenario, most STT RAM cells could actually
enable a switching time (much) shorter than , particu-
larly as the technology scales down. Intuitively, this provides
a great potential to reduce the average STT RAM cache write
latency. In a straightforward manner, we could first offline de-
termine the shortest MTJ switching time allowed by all the cells
within each cache block, and then follow such just enough MTJ
switching time for each cache block during the run time. There-
fore, by tracking the average-case MTJ switching time other
than sticking to the worst-case MTJ switching time, we could
largely reduce the average memory write latency and hence im-
prove the computing system performance, particularly for those
Type-I benchmarks with high L1 data cache miss rates.

Although the above straightforward design approach en-
sures the minimal average cache write latency, there are many
different possible values of just-enough MTJ switching time
among all the cache blocks, which will make this ideal design
strategy subject to several drawbacks from practical imple-
mentation perspectives, including: 1) it will incur significant
memory overhead for the on-chip storage of write latency setup
for each cache block and 2) it will make the memory peripheral
circuits very complicated in order to support many different
timing configurations. Therefore, we simplify such ideal de-
sign strategy to a so-call dual-write-latency design approach.
Let denote the target worst-case MTJ switching time
obtained by the design rule, and given one design parameter

, we partition all the cache blocks into the
following two categories.

• Fast Cache Block: If the shortest switching time allowed
by one cache block is not larger than , this cache
block is called a fast cache block and we use as the
MTJ switching time for this cache block.

• Slow Cache Block: If the shortest switching time allowed
by one cache block is larger than , this cache block
is called a slow cache block and we use as the MTJ
switching time for this cache block.

As a result, STT RAM cache memory only needs to sup-
port two different write modes, i.e., a fast write mode and a
slow write mode, corresponding to fast cache blocks and slow
cache blocks. Accordingly, we need to embed a write mode flag
memory to store the 1-bit write mode configuration information
associated with each cache block. Hence, as illustrated in Fig. 8,
to carry out each cache write operation, we first fetch the corre-
sponding write mode flag bit, based on which we execute either

Fig. 8. Cache write operation flow chart of the proposed dual-write-speed
method.

a fast cache write with the MTJ switching time of or a
slow cache write with the MTJ switching time of .

To implement this dual-write design strategy, the key design
issue is how to choose the appropriate threshold that
can achieve the minimal average cache write latency. Let
and represent the percentages of fast cache blocks and
slow cache blocks within the entire cache memory, respectively.
Clearly, we have . The objective is to select a

so that it could minimize the average cache write latency,
i.e.,

(1)

Let and denote the mean and standard deviation of
the MTJ write current threshold, respectively, when the MTJ
switching time is . Let denote the worst-case MTJ
write current using the design rule when MTJ switching
time is . Assuming the MTJ write current threshold has a
Gaussian distribution, the probability that one MTJ can be cor-
rectly written with under the write current is

(2)

where is the cumulative distribution function for the stan-
dard normal distribution. Assuming each L2 cache block con-
tains bits, the probability that one cache block is a fast cache
block is

(3)

Accordingly, we can search for the optimal that can
minimize the average MTJ switching time based on the above
equations. Based upon the data presented in [15] and shown in
Fig. 2, Fig. 9(a) shows the average MTJ switching time under
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Fig. 9. (a) Average MTJ switching time versus the fast MTJ write switching
time � and (b) the probability of the fast cache blocks versus � for
the STT RAM design case R6W83.

TABLE V
OPTIMAL � AND CORRESPONDING RESULTS

different for the STT RAM cell design case R6W83 dis-
cussed in the above, and the corresponding probability of fast
cache blocks is shown in Fig. 9(b), where we set the cache block
size as 64 bytes and the target worst-case MTJ switching time

in case of R6W83 is 40 ns. As shown in Fig. 9, when
27 ns under which 92% cache blocks are fast cache

blocks, we can achieve the minimum average MTJ switching
time as 28 ns, which is reduced by 30% compared with 40 ns
in the conventional design practice. Similarly, we obtain the op-
timal for the other four design cases and list the results
in Table V. Using the CACTI-based STT RAM cache modeling
tool presented in Section III, we obtain the fast cache block write
latency and the slow cache block write latency as listed
in Table V, where the cache access cycle time is 0.5 ns as used in
the above SimpleScalar 3.0 simulation. We note that we also use
the CACTI tool to estimate the read latency of the write mode
flag memory, which has been taken into account for the estima-
tion of overall cache memory write latency.

To further demonstrate the effectiveness of this proposed
dual-write-speed STT RAM cache design method, we carry
out simulations using SimpleScalar 3.0 for Type-I benchmarks,
for which the computing system performance is significantly
affected by the cache write latency. The simulator configuration
parameters remain the same as listed Table I. Fig. 10 shows
the simulation results of the normalized IPC, where conv. and
prop. denote the conventional single-write-speed cache design
approach and our proposed dual-write-speed design method,
respectively. The simulation results clearly show that this
proposed dual-write-speed STT RAM cache design method can
largely improve the performance for Type-I benchmarks. As a
result, we could use STT RAM cache with relatively small cell
size in practical computing system design, which can not only
reduce the cache memory footprint but also perform well over
a wide spectrum of applications.

Fig. 11 further shows the average IPC degradation when using
STT RAM L2 cache to replace SRAM L2 cache for all the
SPEC2000 benchmarks. For the case R9W44 with relatively
small cell size, our proposed dual-write-speed STT RAM L2
cache design only has 5% degradation, while the conventional
single-write-speed cache design needs a much larger memory
cell size (such as the case R14W27) to achieve the same per-
formance degradation. Meanwhile, we note that the STT RAM
cache area of the case R9W44 is only 56% of SRAM cache area
as shown in Table II. Moreover, we expect that such IPC perfor-
mance degradation may be even smaller in practical computing
systems, which is explained as follows. It is well known that
SRAM is subject to soft errors, and as a result, SRAM cache
always uses error correcting code (ECC) to ensure its soft error
tolerance. This may degrade the system IPC performance from
two perspectives: 1) the storage of ECC coding redundancy in-
creases the SRAM cache footprint and increases interconnect
latency and 2) ECC decoder may induce non-negligible latency
overhead. In contrast, STT RAM cache is not subject to soft er-
rors and hence does not need to use ECC. Nevertheless, use of
ECC is not incorporated in the CACTI cache modeling. There-
fore, it is reasonable to expect that STT RAM cache may have
less IPC degradation or even perform as well as SRAM cache
in practical computing systems.

Furthermore, as the industry is moving towards the multicore
era, the last-level cache is typically shared and must support co-
herent traffic in multicore parallel processing. This may increase
the intensity of write operations and make the write latency of
STT RAM cache more critical from the computing performance
perspective. As a result, it will make the relatively long write la-
tency of STT RAM a more severe issue. Hence, it is reasonable
to expect that, aiming to reduce the average STT RAM write la-
tency, this dual-write-speed scheme can be more indispensable
if STT RAM is to be used as last-level cache in future multicore
microprocessors.

Finally, we note that this proposed dual-write-mode de-
sign approach can also reduce STT RAM cache write energy
consumption. This is because MTJ switching energy con-
sumption is linearly proportional to the width of the write
current pulse (i.e., the MTJ switching time). Since this pro-
posed dual-write-mode design approach reduces the average
MTJ switching time, it can directly reduce the average MTJ
switching energy consumption and hence the average STT
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Fig. 10. Normalized IPC result for Type-I benchmarks.

Fig. 11. Average IPC degradation when using STT RAM L2 cache to replace
SRAM L2 cache for SPEC2000 benchmarks.

Fig. 12. Estimation result of MTJ switching energy saving for each STT RAM
cell design case.

RAM cache write energy consumption. For example, let us
consider the design case R6W83, the fast MTJ switching time

and the target worst-case MTJ switching time
are 40 and 27 ns, respectively. Since 92% of cache blocks
are fast cache blocks as pointed out in the above, the average
MTJ switching time is only 28 ns, leading to an average 30%
MTJ switching energy saving. Accordingly, Fig. 12 shows the
average MTJ switching energy savings of four different STT
RAM cell design cases.

Since the overall STT RAM cache write energy consump-
tion depends on the actual cache data access characteristics, we
further carry out computing system simulations to more real-
istically evaluate the energy saving potential. In particular, we
trace the cache access statistics of each benchmark during Sim-
pleScalar simulations. Table VI lists the trace results, where

, , , and are the access numbers of
L2 cache read, write, fast cache block write, and slow cache
block write operations, respectively. Meanwhile, by carrying
out SPICE simulations, we estimate the STT RAM cell en-
ergy consumption of read and write operations for different STT
RAM cell design cases, which are listed in Table VII. Based
on the above simulation results, Fig. 13 shows the overall STT
RAM L2 cache energy saving when using the proposed dual-
write-speed design approach for a variety of benchmarks. The
results clearly demonstrate a consistently good energy saving
potential, e.g., when using STT RAM cell design case R6W83,
the saving can be up to 30% for all the benchmarks.

VI. CONCLUSION

This paper exploits the potential of using embedded STT
RAM instead of SRAM to implement last-level on-chip cache
memories such as L2 or L3 cache in microprocessors. First,
this paper shows that the inherent write latency versus read
latency tradeoff in STT RAM makes the memory cell sizing a
nontrivial task, and different benchmarks may have conflicting
expectations on memory cell sizing. Taking advantage of cor-
relation between MTJ device switching time and write current,
we further propose a dual-write-speed STT RAM architecture
design method that can largely improve the average write
latency of STT RAM cache with relatively small memory cell
size, and hence make it perform well over a wide spectrum of
computing benchmarks. Besides performance improvement,
this design method can also contribute to reducing STT RAM
cache energy consumption. CACTI-based STT RAM modeling
tool and SimpleScalar have been used to evaluate the involved
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Fig. 13. Energy saving results for STT RAM L2 cache when using the proposed dual-write-speed design method.

TABLE VI
STT RAM L2 CACHE ACCESS RECORD

TABLE VII
STT RAM CELL ENERGY CONSUMPTION IN A 4 MB

STT RAM CACHE AT 45 nm NODE

design tradeoffs and well demonstrate the effectiveness of this
proposed design method.
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