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Shingled writing has recently emerged as a promising candidate to sustain the historical growth of magnetic recording storage areal
density. However, since the convenient update-in-place feature is no longer available in shingled recording, in order to update one sector,
many sectors must be read and written back, leading to a significant update-induced latency overhead. This work develops two simple
design techniques that can reduce such a latency overhead. Because the spatial locality of update-invoked read operations naturally
enables the use of the 2-D read channel signal processing, the first technique aims to reduce update-invoked read latency by trading
the SNR gain obtained by a 2-D read channel for higher disk rotation speed. Since update-induced latency overhead strongly depends
on the location of the sectors being updated within each shingled region, the second technique aims to reduce the latency overhead by
leveraging the data access locality in most real-time workloads in order to determine appropriate data placement. Through extensive
simulations, we show that disk rotation speed boost assisted by a 2-D read channel can reduce the update latency by up to 33%, and data
access characteristic sector placement can reduce the update latency by over one order of magnitude.

Index Terms—Read channel, sector placement, shingled magnetic recording, update latency.

I. INTRODUCTION

I N order to sustain the historical scaling of magnetic
recording storage areal density, researchers have been

pursuing several possible technologies, including heat-as-
sisted magnetic recording, bit-patterned media, and shingled
recording [1]. Different from the other alternatives, shingled
recording [2], [3] uses the conventional head and media for
recording, hence is an appealing short-term choice. Shingled
recording relies on well-controlled track overlap to increase
storage areal density, which nevertheless results in two issues.
First, shingled recording apparently is subject to more signifi-
cant inter-track interference (ITI). Although a two-dimensional
(2-D) read channel can effectively compensate severe ITI, it
could result in higher costs when using an array of read heads
[4], [5]. Therefore, this work is only interested in shingled
recording with a single read head, where conventional one-di-
mensional (1-D) read channel is sufficient to achieve the desired
retry rate in normal random read. The second critical issue is
the high latency overhead induced by update operations. In
shingled recording, a certain number of tracks form a shingled
region, and all the tracks within the same region must be written
sequentially from one side to the other side. As a result, the
convenient update-in-place feature is lost, i.e., when one sector
is to be updated, instead of simply overwriting this sector, we
have to read and write-back several adjacent tracks. This leads
to a significant update-induced latency overhead.

This work is interested in reducing the update-induced la-
tency overhead in shingled recording. Update-induced latency
is primarily determined by two factors: the disk rotation speed

Manuscript received July 28, 2011; revised October 05, 2011; accepted
November 22, 2011. Date of publication December 07, 2011; date of current
version April 25, 2012. Corresponding author: K. S. Venkataraman (email:
venkak2@rpi.edu).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TMAG.2011.2178099

and the physical location of the sector being updated within the
shingled region. Accordingly, we have developed different tech-
niques that can reduce this latency overhead by manipulating
these two factors. First, we note that, during update operations,
several adjacent tracks are read out consecutively, which makes
ITI information explicitly available. Therefore, we can natu-
rally apply 2-D read channel signal processing to realize certain
signal-to-noise ratio (SNR) gain over 1-D read channel. Intu-
itively, we can trade the SNR gain to boost disk rotation speed.
Conventionally, read heads should be aligned to the center of the
target track, and 2-D read channel signal processing demands
the readback signal from tracks on both sides. As a result, the
read channel must incorporate a large buffer and read one more
track. To address this issue, we propose to intentionally intro-
duce a read head position offset in order to enable a one-sided
2-D read channel signal processing, which can achieve reason-
ably good performance with information from tracks only at one
side. Finally, we note that most real-world workloads exhibit
noticeable data access temporal and spatial locality. Since up-
date-induced latency strongly depends on the physical location
of the sectors being updated, we propose a simple scheme that
can reduce update-induced latency by appropriately adjusting
the physical location of sectors within each shingled region ac-
cording to their data access characteristics.

We carried out simulations to demonstrate the effectiveness of
the proposed design techniques. Based upon shingled recording
read channel models presented in the open literature, we evalu-
ated and compared the performance of various 1-D and 2-D read
channel signal processing under different disk rotation speed.
We also investigated the effects of different read head offset con-
figurations on the performance of one-sided 2-D read channel.
Results show that 2-D read channel assisted disk rotation speed
boosting can reduce update-induced read latency by up to 33%.
We further carried out trace-based simulations to evaluate the ef-
fectiveness of the data access characteristic aware sector place-
ment, and the results show that it can reduce update-induced
latency by over one order of magnitude.
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Fig. 1. Illustration of shingled magnetic recording with corner writer.

Fig. 2. Time versus number of shingled tracks for an update using a 3.5-in,
5400 rpm drive.

II. BACKGROUND

Shingled magnetic recording works on the principle of over-
lapped writing and requires a corner writer to achieve high fields
[6]. Fig. 1 illustrates its basic principle, where denotes
the adjacent track overlap width, and are the
track centers for writing and reading, and denotes the
shingle width. Although true two-dimensional processing en-
abled by multiple read heads can best mitigate the severe ITI in
shingled magnetic recording [6]–[8], it apparently suffers from
higher cost. Hence, this work only considers the use of a single
read head.

Since shingled writing partially overwrites the adjacent
track, the convenient update-in-place feature of conventional
disk drives is lost. Thus, each update operation involves reading
and writing many sectors and hence results in a significant la-
tency overhead. Fig. 2 further demonstrates the significance of
update-induced latency overhead and shows the typical update
time for a 3.5-in, 5400 rpm drive with average seek time of
11 ms, where the number of shingled tracks being read ranges
from 1 to 100. We set 4 kB sector size, a mean read data rate of
110 MB/s, 100 servo sectors, and assume negligible command
processing time.

III. PROPOSED DESIGN TECHNIQUES

Let denote the number of shingled tracks within each shin-
gled region. Dependent upon the location of the sector being up-
dated, each update operation may read/write different number
of tracks, ranging from 1 to , leading to a different update-in-
duced latency overhead. Let denote the probability that one
update operation involves shingled tracks, denote the la-
tency of one disk rotation, and denote the read head seek
latency, we can express the average total update-induced latency
(including read and write latency) as

(1)

This clearly suggests that, in order to reduce the update-induced
latency overhead, we have primarily two options: (i) increase the
disk rotation speed during update, (ii) increase the probability
for smaller . Following this intuitive observation, we develop
different techniques for reducing update-induced latency over-
head as described in this section.

A. Disk Rotation Speed Boost

We first investigate the potential of reducing update-induced
latency overhead by temporarily boosting the disk rotation
speed. We note that, although variable rotation speed has been
widely discussed in open literature [9]–[12], prior work has
focused on improving hard disk drive energy efficiency. The
practical feasibility of variable rotation speed has been demon-
strated by commercial hard disk drives (e.g., variable speed
drives from WD [13]).

Disk rotation speed is typically limited by the read channel,
i.e., as we increase the disk rotation speed, the SNR of the read-
back signal will degrade, and the target disk retry probability
will directly determine the worst-case signal SNR and hence
the maximum-allowable disk rotation speed. Even if the disk
retry probability is allowed to increase to a certain degree, the
retry penalty could offset the latency reduction gained through
a disk rotation speed boost. In addition, switching the disk ro-
tation speed incurs a speed transition time penalty , which
can be tens or hundreds of ms. We define as the retry
probability corresponding to an error event, i.e., in the event
of an ECC decoding failure, the sector is re-read. Let
and denote the disk rotation latency under normal and
boosted speed and define . We assume that the
disk retry probability under normal disk rotation speed is suffi-
ciently low and can be ignored in the calculation. Hence, when
using a disk rotation speed boost, we can express the update-in-
duced latency overhead as

(2)

Since an update operation reads consecutive tracks and ITI
is the dominating noise source, it is indeed pragmatic to apply
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Fig. 3. Comparison between one-sided and two-sided 2-D read channel signal processing in terms of latency (note that the track 1 is on the edge of one shingled
region, hence it only has ITI from one side).

a 2-D read signal processing to explicitly compensate for ITI
during an update-induced read to reduce the retry probability

. Therefore, it is natural to employ a dual-mode read
channel: for a normal host-induced read access, the disk rotates
at its normal speed and the read channel executes a 1-D signal
processing by treating ITI as random noise; for an update-in-
duced read access, the disk rotates with the boosted speed and
the read channel executes a 2-D signal processing by explicitly
incorporating readback signals of adjacent tracks. Assuming
that the 2-D read channel signal processing only involves the
two immediately adjacent tracks, we can express the overall
update-induced latency overhead as

(3)

where denotes the retry probabilities when using a 2-D
read channel signal processing.

B. One-Sided 2-D Read Channel Signal Processing

The above design strategy employs a 2-D read channel signal
processing to compensate for the SNR loss induced by a higher
disk rotation speed. Straightforwardly, a 2-D read channel signal
processing involves readback signals from tracks on both sides
of the main track, which is assumed in the above discussion and
referred to as two-sided 2-D read channel signal processing. Al-
though it can achieve the best possible read channel signal pro-
cessing performance, it comes with two types of penalties: (i) we
have to read one more track during update-invoked read opera-
tions, leading to an extra latency overhead of one disk rotation,
e.g., suppose one update request demands the read-and-write
of sectors on consecutive tracks, two-sided 2-D read channel
signal processing must read the sectors on tracks; and (ii)
the read channel must provide sufficient memory such that it can
at least store the readback signals of sectors on three consecu-
tive tracks, leading to a silicon cost overhead.

Intuitively, the above issues can be addressed if the 2-D read
channel signal processing only involves readback signals on just
one side of the main track, which is referred to as one-sided
2-D read channel signal processing. Assuming only the imme-
diately adjacent tracks are involved in the 2-D read channel
signal processing, Fig. 3 illustrates the comparison between the
one-sided and two-sided 2-D read channel signal processing in
terms of latency. Since the extra latency of an additional disk ro-

tation becomes more significant as the number of tracks being
read reduces, it is particularly desirable to use a one-sided over
two-sided 2-D read channel signal processing when update op-
erations involve only a few tracks. However, one-sided 2-D read
channel signal processing clearly suffers from SNR loss com-
pared with its two-sided counterpart, leading to a higher retry
probability.

We propose a simple design technique to reduce the SNR loss
incurred by the use of a one-sided 2-D read channel signal pro-
cessing. In the current design practice, the read head is aligned
with the center of the main track, leading to similar and min-
imal ITI from tracks on both sides, and noticeable read head
position offset is considered as track mis-registration and should
be avoided. In one-sided 2-D read channel signal processing, if
we still keep the read head aligned with the center of the main
track, almost half of total ITI due to the asymmetric writer in
SMR cannot be explicitly compensated. We propose to inten-
tionally offset the read head with respect to the main track center
as shown in Fig. 4, where the denotes the intentional
offset distance. Although the total ITI increases, it is relatively
dominated by the ITI from the adjacent track that has already
been read in the previous disk rotation, which can be explicitly
compensated by a one-sided 2-D read channel signal processing.
We note that a recent work [14] has employed an intentional read
head off-set to improve the ITI cancellation effectiveness during
random data accesses.

C. Access Characteristics Aware Sector Placement

When a sector is updated, the physical location of this sector
within the shingled region determines the number of tracks that
must be read and written, i.e., the physical location of the sector
being updated directly determines the update-induced latency
overhead. Without loss of generality, we assume that the data is
recorded onto each shingled region from the inner most track to
the outer most track. Therefore, sectors closer to the outer most
track tend to induce less update latency overheads. This obser-
vation directly leads to a simple design principle: we should try
to place those data, which will be more likely updated, closer to
the outer most track within each shingled region, i.e., we should
try to increase the probability for smaller as in (1). This is
referred to as access characteristics aware sector placement.

The practical realization of this simple design principle in-
volves two issues: (i) how to determine on-the-fly which sec-
tors will be more (and less) likely updated, and (ii) when should



1902 IEEE TRANSACTIONS ON MAGNETICS, VOL. 48, NO. 5, MAY 2012

Fig. 4. Illustration of using intentional read head offset to reduce SNR loss of
one-sided 2-D read channel signal processing.

Fig. 5. Illustration of the access characteristics aware sector placement using
the most recently used (MRU) policy.

we adjust the physical placement of sectors according to their
future update likelihood. The first issue is the same as the one
faced by the cache replacement problem, which has been widely
studied (e.g., see [15]–[18]). Prior work has developed many
different strategies that maintain a (partially) ordered list of en-
tries on-the-fly based upon data access history and certain up-
date rules. In this work, to simplify the implementation and
hence reduce the system-level overhead, we propose to use the
simplest most recently used (MRU) policy with the granularity
of a track, i.e., we only keep the record of the most recently up-
dated track, and try to move this track to the outer most location
of the shingled region. Regarding the second issue above, we
propose to adjust the physical placement of tracks only during
the update operations in order to eliminate any extra overhead.
During each update, after reading all the involved tracks, we ad-
just their physical placement according to their future update
likelihood when writing them back. We further illustrate the
proposed strategy using the following example: As illustrated
in Fig. 5, assume one shingled region contains tracks and a
sector in the third track needs to be updated, we have to first read
all the tracks (from the th track to the third track), then
update the sector in the 3rd track, and write all the tracks
back by moving the most recently accessed track (i.e., the third
track) to the outer most location.

IV. SIMULATION RESULTS

This section presents simulation results to demonstrate the
effectiveness of our proposed design techniques. According to

Fig. 6. Simulated BER results when using either a 7-tap 2-D equalization or a
11-tap 1-D equalization followed by a 1-D Viterbi detection.

[19], [20], we set the impulse response of shingled magnetic
recording channel as

(4)

where and represent the along-track and cross-track loca-
tion, is the bit width, and is the half power width. We
consider the ideal read head element as specified by Wood [6]
with sensor length of 4 nm, sensor width of 3 nm, and a
magnetic separation of 2 nm. We set the adjacent track overlap
width corresponds to a 20% ITI with the shingle width

set to 6.40 nm. The half power width along track
is 5.2 nm with a bit separation of 5.2 nm along track. We set the
rpm of 5400 with AWGN as the baseline scenario, with media
jitter noise which follows a zero mean normal distribution corre-
sponding to [21]. As we increase the the disk rotation
speed, the bit width and jitter noise are linearly scaled based
on the baseline.

In this work, the 2-D read channel signal processing is real-
ized by a 2-D equalizer followed by a conventional 1-D Viterbi
detection. Readback signals are equalized to either a 1-D or
a 2-D generalized partial response (GPR) with a 1-D target
estimated by a standard Lagrange constrained minimization
[22], [23]. Fig. 6 compares the 1-D and the two-sided 2-D
read channel bit error rate (BER) for a 5400 rpm drive with
ITI component of around 20%, where the 2-D equalizer has 7
taps per track while the 1-D equalizer has 11 taps. It clearly
demonstrates the advantage of using a 2-D read channel signal
processing in shingled recording with significant ITI.

First, we investigate the effectiveness of boosting the disk ro-
tation speed with the two-sided 2-D equalization. As observed
in Fig. 6, the 2-D equalization can achieve a large SNR gain
over its 1-D counterpart (i.e., around 4.5 dB at BER of
in this case study), which can lead to a large potential for in-
creasing disk rotation speed during update-invoked read opera-
tions. Fig. 7 shows the simulation results when using a two-sided
2-D equalization under different disk rotation speeds. For the
purpose of comparison, it also shows the results when using a
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Fig. 7. Simulated BER results under different disk rotation speed when a two-
sided 2-D equalization is used.

Fig. 8. Simulated BER results under different read head offset for a one-sided
2-D equalization.

1-D equalizer at 5400 rpm. The results show that the disk rota-
tion speed can be boosted up to 9180 rpm from 5400 rpm.

Next, we evaluate the effectiveness of the proposed one-sided
2-D equalization with intentional read head offset. Fig. 8 shows
the simulation results under different read head offset values.
For the purpose of comparison, it also shows the simulation
results when a two-sided 2-D equalization is being used. By
having an offset of around 0.6 nm, which corresponds to around
10% of the bit dimension in this case study, we are able to re-
duce the SNR loss due to the use of one-sided 2-D equaliza-
tion by around 1 dB. Fig. 9 shows the simulations results under
different disk rotation speeds. For the purpose of comparison,
it also shows the results when using a 1-D equalization under
5400 rpm. The results show that the disk rotation speed during
the update operation can be increased up to 7560 rpm when a
one-sided equalizer is used.

Fig. 10 shows the average update-induced latency overhead
under different scenarios when varying the number of tracks
within each shingled region, where we fix the BER as
for all the scenarios to ensure a fair comparison. We assume
all the sectors have the same probability for update. We set the

Fig. 9. Simulated BER results under different disk rotation speed when one-
sided 2-D equalization is being used.

disk rotation speed transition penalty as 100 ms. We note that
if the controller can group several update requests together, the
speed transition penalty can be accordingly reduced. The results
show that the speed boost is effective when the number of tracks
within each shingled region is greater than 11 for two-sided
read channel at 9180 rpm and greater than 15 for one-sided read
channel at 7560 rpm. Finally, we note that when we use the rpm
of 5400 with a 1-D read channel as the baseline, and assume that
the BER performance of higher rotation speed with a 2-D read
channel cannot be worse than that of the baseline. As a result,
the simulations suggest that 9180 rpm with the two-sided 2-D
read channel and 7560 rpm with the one-sided read channel can
achieve BER close to the baseline. Hence, we stop at these rpm
values in this case study.

Finally, we evaluate the effectiveness of the access charac-
teristics aware sector placement. As pointed out earlier, we use
the simplest MRU policy to move the most recently updated
track to the outer most position in each shingled region. We
use various server workload traces including INS, RES, WEB,
and NT traces from [24], and DAP-PS, Exch-24, LM-TFE,
MSN-CFS and RAD-AS traces from [25]. We set the boosted
disk rotation speed during update-invoked read operations as
7560 rpm and 9180 rpm in the case of one-sided and two-sided
2-D equalization, respectively. We set the disk rotation speed
transition penalty of 100 ms. In the simulations, we considered
four different scenarios: (i) 1-D read channel at 5400 rpm
without MRU, (ii) 1-D read channel at 5400 rpm with MRU,
(iii) one-sided 2-D read channel at 7560 rpm with MRU,
and (iv) two-sided 2-D read channel at 9180 rpm with MRU.
By normalizing the update-induced latency overhead based
upon the first scenario, Fig. 11 shows the normalized latency
overhead for different workloads when each shingled region
contains 25 tracks and 100 tracks. The results clearly show that
the access characteristics aware sector placement strategy can
effectively reduce the update-induced read latency overhead
over a wide range of workloads. Intuitively, workloads with
higher write access variations (i.e., a small percentage of data
are updated much more frequently than the others) tend to
benefit more from this strategy. For example, the LM-TFE
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Fig. 10. Average update-induced latency variation under different disk rotational speeds when varying the number of tracks within each shingled region.

workload trace represents the workload of live map front-end
servers hosting map images, for which the hot-data accounts
for only 2% of total data. Hence, the corresponding latency
reduction is significant as shown in the figures. Other workload
traces with similar characteristics include DAP-PS (for ad-
vertisement display servers), Exch-24 (for exchange servers),
RAD-AS (for authentication servers for wireless access), and
WEB (for typical web servers). On the other hand, this design
strategy tends to be less effective for those workloads with less
write access variations, e.g., the MSN-CFS trace for metadata
storage and INS trace for instruction workload servers.

The simulation results show that the size of shingled region
can largely affect the effectiveness of the proposed design tech-
niques. If the number of tracks per shingled region is small, one
update operation may only involve very few tracks when using
access characteristics aware sector placement. As a result, the
gain obtained from disk rotation speed boost may not be able
to offset the disk rotation speed transition penalty. As shown in
Fig. 11(a), when each shingled region only contains 25 tracks,
disk rotation speed boost does not bring any gain compared with
using normal speed. As we increase the size of shingled region,
more and more tracks will be involved in each update operation
even when using access characteristics aware sector placement.
Hence, the use of disk rotation speed boost can be beneficial, as
shown in Fig. 11(b) for 100 tracks per shingled region.

V. CONCLUSION

This paper presents simple design techniques that can reduce
update-induced latency overhead in shingled recording. Moti-
vated by the fact that update-invoked read operations naturally

Fig. 11. Comparison of update latencies for different workload traces with
MRU, normalized by the latency when using 1-D read channel without MRU at
5400 rpm. (a) Each shingled region contains 25 tracks. (b) Each shingled region
contains 100 tracks.

enables the use of the 2-D read channel signal processing, we
first propose to trade the SNR gain obtained by a 2-D read
channel signal processing for increasing disk rotation speed
during update and hence reducing its latency overhead. We
further propose to use a one-sided 2-D read channel with
intentional read head offset in order to reduce the silicon cost.
We also propose a simple technique that exploits data access
locality in most workloads to reduce update-induced latency
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overhead. The effectiveness of these techniques has been well
demonstrated through simulations.
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