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Design of Voltage Overscaled Low-Power Trellis Decoders
in Presence of Process Variations

Yang Liu, Tong Zhang, and Jiang Hu

Abstract—In hardware implementations of many signal processing func-
tions, timing errors on different circuit signals may have largely different
importance with respect to the overall signal processing performance. This
motivates us to apply the concept of unequal error tolerance to enable the
use of voltage overscaling at minimal signal processing performance degra-
dation. Realization of unequal error tolerance involves two main issues, in-
cluding how to quantify the importance of each circuit signal and how to
incorporate the importance quantification into signal processing circuit de-
sign. We developed techniques to tackle these two issues and applied them
to two types of trellis decoders including Viterbi decoder for convolutional
code decoding and Max-Log-Maximum A Posteriori (MAP) decoder for
Turbo code decoding. Simulation results demonstrated promising energy
saving potentials of the proposed design solution on both trellis decoding
computation and memory storage at small decoding performance degra-
dation.

Index Terms—Clock skew scheduling, low-power, process variations,
trellis decoders, unequal error tolerance, voltage overscaling (VOS).

I. INTRODUCTION

Trellis decoders are pervasive in digital communication and data
storage for realizing froward error correction and signal detection.
Hence, it is of great practical importance to minimize the energy
consumption of trellis decoders. Voltage scaling is an effective means
of reducing energy consumption in CMOS integrated circuits (IC)
[1]–[3]. In conventional practice, voltage scaling is lower bounded by
�������� under which the critical path delay equals the desired clock
period. As the CMOS technology continuously scales down, process
variations are becoming increasingly significant and leaves less room
for conventional voltage scaling. It has been recently demonstrated
[3]–[5] that voltage overscaling (VOS) (i.e., overscale the supply
voltage below ��������) accompanied with appropriate error com-
pensation may further reduce the overall energy consumption while
maintaining satisfactory system performance. Leveraging the fact that
most signal processing functions mainly concern certain quantitative
performance criteria, such as bit error rate (BER) and signal-to-noise
ratio (SNR), Shanbhag [4] proposed a design methodology, called
arithmetic noise-tolerance (ANT), to design voltage overscaled
low-power signal processing integrated circuits (ICs). However, this
methodology is not directly applicable to the family of trellis decoding,
where an explicit error control block is not readily available.

As an attempt to fill this gap, this paper presents a solution to design
voltage overscaled trellis decoders. The basic idea is that, in most signal
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Fig. 1. Example of synchronous digital circuits.

processing functions, VOS-induced errors on different circuit signals
may result in different signal processing performance degradation. In-
tuitively, to minimize the signal processing performance degradation
while pushing the envelope of energy efficiency, different circuit sig-
nals should have different immunity to VOS-induced errors in propor-
tional to their system-wise importance. This is referred to as unequal
error tolerance. To quantify the importance of each circuit signal with
respect to the signal processing performance, we propose an approach
based on the principle of random perturbation inspired by the following
intuition: If we randomly perturb (or flip) a signal with certain prob-
ability, the corresponding signal processing performance degradation
may indicate the importance of this signal regarding to the overall
signal processing performance. In synchronous circuits, path timing
slacks can be adjusted by intentionally tuning the clock skews, which
is called clock skew scheduling [6]–[8]. Intuitively, unequal error tol-
erance can be realized by embedding the importance measurements
of circuit signals into clock skew scheduling formulation, which is re-
ferred to as soft clock skew scheduling [9]. In this work, we propose
a new formulation, called variation-aware soft clock skew scheduling,
to realize unequal error tolerance for signal processing circuits in pres-
ence of process variations. In the context of memory storage, the real-
ization of unequal error tolerance may be achieved through appropriate
memory partition and unequal voltage scaling based on the importance
measurement of the data to be stored.

In particular, we considered both convolutional code decoder using
the Viterbi algorithm and Turbo code decoder using the Max-Log-Max-
imum A Posteriori (MAP) algorithm. We further developed different
techniques to design voltage overscaled memory systems in Viterbi de-
coder and Max-Log-MAP decoder, respectively, that can tolerate sig-
nificant VOS-induced memory operation errors at small decoding per-
formance degradation.

II. BACKGROUND

A. Conventional Clock Skew Scheduling

As illustrated in Fig. 1, In a synchronous circuit, clock skew is
defined as the time difference, ���� � �� � �� , between the clock
arrival times �� and �� of two sequentially adjacent flip-flops (FFs)
��� and ��� . Let ��� denote the clock period, and ����

	
�
and ����

��

denote the maximum and minimum propagation delays from ���

and ��� , respectively. The value of clock skew ���� should fall into
��

���

��
� ��� ��

���

	
�
that is called permissible range [8].

To improve the circuit reliability, a safety margin � may be intro-
duced between the clock skew and the ends of the permissible range.
Clock skew scheduling refers to a process that optimizes the safety mar-
gins subject to certain criteria, which can be formulated and solved
using various optimization techniques such as linear programming [6]
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Fig. 2. ACS structure.

or some graphical methods [7]. One of the most widely used clock skew
formulations is shown as follows:

��� �

Subject to: ���� � ��� ��
���

��� ��

���� � ��
���

��� ��� (1)

Under significant process variations, Monte Carlo simulation or var-
ious statistical timing analysis techniques, e.g., see [10] and [11], can
be used to estimate ����

��� and �
���

��� based on certain probability cri-
terion.

Finally, Lu et al. [12] recently showed that clock skew may possibly
reduce the clock network energy consumption if the register placement
is done properly.

B. Trellis Decoders

Trellis decoders can be either hard- or soft-output. Hard-output
trellis decoders typically use the Viterbi algorithm, and soft-output
trellis decoders may employ several different algorithms including
Log-MAP, Max-Log-MAP, and soft-output Viterbi algorithm (SOVA)
[13]. This work considers the Max-Log-MAP algorithm for soft-output
trellis decoding. In Viterbi decoders, trellis state metric computation is
realized by add-compare-select (ACS). The memory fabric in Viterbi
decoders stores the decision bits from ACS units and generates the
decoder output. In Max-Log-MAP decoders, the trellis state metric
computation can also be simply reduced to ACS, as proposed in
[14]. The memory fabric in Max-Log-MAP decoders stores the state
metrics based on which the soft output is calculated. Fig. 2 illustrates
the structure of one ACS unit.

III. PROPOSED TECHNIQUES FOR REALIZING

UNEQUAL ERROR TOLERANCE

A. Determination of Importance Factors

We conduct trial-and-error computer simulations to empirically
search a random perturbation probability �� � ���� ����	 for each
signal so that it degrades the signal processing performance into a
pre-specified performance range 
�	
��	 � 	� �	
��	 � 	�. The higher
the random perturbation probability associated with one signal is, the
less important this signal will be. Thus, we may use � � �� as the
importance factor of each signal.

System designers should appropriately determine the target perfor-
mance degradation range and the simulation environment. Fig. 3 shows
the overall flow diagram of this random perturbation method, which is
further illustrated by the following example.

1) Example 3.1: Let the finite word-length of state metrics in Viterbi
decoder and Max-Log-MAP decoder be 8 and 9, respectively. We con-
sider a rate-1/2 convolutional code with a 128-state trellis and a rate-1/3
Turbo code with a 8-state trellis, and assume these codes are mod-
ulated by binary phase shift keying (BPSK) and transmitted over an
AWGN channel. The decoding performance is measured in terms of

Fig. 3. Diagram of the random perturbation method for determining the impor-
tance factors.

TABLE I
IMPORTANCE FACTORS OF THE ACS UNIT OUTPUTS

SNR versus BER. The Viterbi decoder achieves a BER of ���� ����

under 4-dB input data SNR, and the Max-Log-MAP decoder has a BER
of ������� under 2-dB input data SNR. We set the target BER degra-
dation ranges for the Viterbi and Max-Log-MAP decoders as 
��� �
����� ��� � ����� under 4 dB and 
��� � ����� ��� � ����� under
2 dB, respectively. We conducted trial-and-error simulations to search
the corresponding random perturbation probability for each signal and
obtain the importance factors listed in Table I. For the Viterbi decoder,
Bit 0 and Bit 7 are the least significant bit (LSB) and most significant
bit (MSB) in the 8-bit state metric, and Bit 8 is the decision bit; for the
Max-Log-MAP decoder, Bit 0 and Bit 8 are the LSB and MSB in the
9-bit state metric.

B. Variation-Aware Soft Clock Skew Scheduling

For each pair of sequentially adjacent FFs (e.g., ��� and ��� ), let
�

���

����
 	 �
���
����
	 and����

��� �
���
��� represent the cumulative dis-

tribution function (CDF) and standard deviation of the maximum (min-
imum) propagation delay from ��� to ��� . Let �� represent the im-
portance factor of the output signal of ��� . The formulation of varia-
tion-aware soft clock skew scheduling is obtained by scaling the safety
margin � by the product of destination signal importance factor and
the path delay deviation. We take the path delay variation into account
because, intuitively, the path with larger delay deviation should have
more conservative timing constraints. Therefore, based on the conven-
tional clock skew scheduling formulation in (1), the variation-aware
soft clock skew scheduling is formulated as

��� �

Subject to: ���� � ��� ��
���

��� � �� � �
���

��� ��

���� � ��
���

��� � �� � �
���

��� ��� (2)

IV. VOLTAGE OVERSCALED VITERBI AND MAX-LOG-MAP DECODERS

A. Voltage Overscaled ACS Units Array

1) ACS Unit Gate-Level Realization and Delay Model: Because of
the relatively small finite word-lengths, the adders in each ACS unit can
simply use the ripple-carry adder structure. Fig. 4 shows the gate-level
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Fig. 4. Gate-level ACS unit structure in the Viterbi decoder.

TABLE II
IMPORTANCE-AWARE CLOCK SKEW SCHEDULING RESULTS

realization of an ACS unit in the Viterbi decoder, where the branch
metric is 3-bit. The structure of ACS units in the Max-Log-MAP de-
coder can be obtained similarly. Each ACS unit contains five types of
basic gates including 1-bit full adder (FA), 1-bit half adder (HA), 1-bit
carry-only adder (CA) that only generates carry-out bit, 2-to-1 multi-
plexer (MUX), and D-FF.

The delay variations of all the basic gates are modelled as indepen-
dent Gaussian random variables. We assume all the basic gates use
static CMOS circuit structure and have following normalized delay dis-
tributions: For each HA, the input-to-carry and input-to-sum delays are
modelled as� ��� ��; for each FA, the input-to-carry and input-to-sum
delays are modelled as� ��� �� and� ���

�
���, respectively; for each

CA and MUX, the delay is modelled as � ��� ��; for each D-FF, the
clock-to-Q delay is modelled as � ���

�
��� while we assume that the

setup and hold time can be approximated as zero.
2) Simulation Results: We applied the variation-aware soft

clock skew scheduling to the ACS units array in the Viterbi and
Max-Log-MAP decoders considered in Example 3.1. Given the
importance factors of ACS outputs in Table I, we formulate the clock
skew scheduling according to (2). Applying a linear programming
solver, we obtain the the optimized clock signal delay at each D-FF for
different process variations as listed in Table II, where we take the the
delay of a HA as the unit delay. Clearly, in practice clock skew cannot
be scheduled in such high precision. Therefore, during the gate-level
simulation, we quantize these values listed in Table II into 3-bit values
with 2-bit integer and 1-bit fraction. Since the unit delay is the delay
of one HA, it should be feasible to tune the skew with a precision of
a half unit delay.

Let �� � ��� �� represent the VOS factor, i.e., the supply voltage
��� is scaled by �� from the lower bound ��������. Following the dis-
cussion in [15], the path propagation delay is linearly proportional to
������������

�, where �� is device threshold voltage and � � ��� ��

is the velocity saturation index that is set as 1.2 in this work. It is
well known that the dynamic power consumption is proportional to the
square of the supply voltage, i.e., ����	
�� � � �

��. Therefore, the ACS
computation energy saving under VOS is approximated as ����

� .
Based on the gate-level Monte Carlo simulations, we obtain the SNR

versus BER performance curves shown in Fig. 5 under several different
values of �� . It shows that the proposed design approach can consid-
erably reduce the decoding performance degradation incurred by VOS.
Hence, this approach can readily support graceful performance degra-
dation in presence of significant voltage overscaling. Assume we can
consider less than 0.1 dB performance degradation at BER of � ����

as negligible and hence acceptable in practice, Table III shows the
power savings gained by using the proposed variation-aware soft clock
skew scheduling at no cost of decoding performance.

B. Voltage Overscaled Memory System Design

1) Voltage Overscaled Memory System Design in Viterbi Decoders:
In Viterbi decoders, memory stores the decision bits and generates the
decoder output using a trace-back procedure [16]. Logically, we may
consider the memory consists of three blocks, corresponding to three
different phases called write, trace back, and decode. At write phase,
decision bits are written into one entire column of memory. At trace
back phase, we trace the survivor path from an arbitrary state. After
�-step trace back, where � is called trace-back length, we reach a con-
vergence trellis state, from which decode phase starts and generates
decoding output using the same trace-back procedure as in the trace
back phase.

Intuitively, read errors in decode phase and/or write errors in write
phase tend to greatly degrade the decoding performance. On the other
hand, our simulations suggest that read errors in in the trace back phase,
especially those in early stage of the trace back phase, may not re-
sult in significant decoding performance degradation. Hence, we may
use the random perturbation approach as described in Section III-A to
determine the importance factor of the bits at different depths along
the trace back, which is illustrated in the following example. For the
128-state Viterbi decoder considered above, we set � � 	
 and the
target degraded BER ranges as �
	� � ���� 
	
 � ���� under 2
dB, under which we obtain the importance factor for each bit through
trial-and-error simulations.

In this work we use the 3-pointer even scheme [17], which is widely
used in practice [18], [19] to design the Viterbi decoder memory
system, to evaluate the energy saving potential. We propose to use the
following dynamic VOS scheme. Each memory bank may operate with
three different overscaling factors�� , i.e., � 
 ��

� 
 ��

� . When one
memory bank operates in write or decode phase, it sets �� � � (i.e.,
without VOS); while it operates in the second half of trace back phase,
we have �� � ��

� , otherwise we have �� � ��

� . Let ��

� and
��

� represent the memory error rates due to the overscaled voltages
with ��

� and ��

� , respectively. Fig. 6 shows the simulated decoding
performance using such dynamic VOS scheme. Recently, Kurdahi et
al. [20] investigated such quantitative relationship at 70-nm CMOS
technology with � � �	��� process variations in ���, and showed 1%
memory errors may correspond to about 25%–30% power savings.

2) Voltage Overscaled Memory System Design in Max-Log-Map
Decoders: In Max-Log-MAP decoders, the memory stores all the in-
termediate trellis state metrics generated by ACS units. As shown in
Table I, bits at different positions have different importance factors.
Therefore, ideally they should be stored in different memory banks,
and the supply voltages of all the memory banks should be scaled so
that the VOS-induced error rates are inversely proportional to the corre-
sponding importance factors. In practice, such bit-wise voltage-scaling
granularity may not be practical and/or necessary. We may partition
the bits in each state metric into certain groups, each group of bits are
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Fig. 5. BER performance after applying the importance-aware clock skew scheduling on Viterbi and Max-Log-MAP decoders.

TABLE III
POWER SAVINGS AT NEGLIGIBLE PERFORMANCE DEGRADATION

Fig. 6. BER performance with memory errors in Viterbi decoders.

stored in the same memory bank with the same supply voltage. This
work simply partitions each 9-bit metric into three 3-bit groups that are
stored in three memory banks. The memory operation error rates as-
sociated with the three memory banks are denoted as ��� , ��� , and
�
�

� , respectively, where ��� and ��� correspond to the 3-bit MSBs
and LSBs. Fig. 7 shows the simulation results under different operation

Fig. 7. BER performance with memory errors in Max-Log-MAP decoders.

error rates. As previously pointed out, the allowable memory operation
error rates can be translated to memory energy savings and the quanti-
tative relationship depends on the specific memory implementation.

V. CONCLUSION

This paper presents an unequal error tolerance design framework to
enable the aggressive use of voltage overscaling for low-power trellis
decoder IC implementation under process variations. This design
framework is motivated by the fact that errors on different circuit
signals may have largely different importance with respect to the
system level performance. We developed an approach to quantify the
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importance measurement and a method to embed the importance mea-
surement into computation datapath in order to realize unequal error
tolerance. Under this unequal error tolerance framework, we further
developed approaches to use voltage overscaling in memory systems
of trellis decoders. Effectiveness of such an unequal error tolerance
framework and the developed techniques have been successfully
demonstrated using computer simulations.
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Fast Scaling in the Residue Number System

Yinan Kong, Student Member, IEEE, and
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Abstract—A new scheme for precisely scaling numbers in the residue
number system (RNS) is presented. The scale factor can be any number
coprime to the RNS moduli. Lookup table implementations are used as a
basis for comparisons between the new scheme and scaling schemes from
the literature. It is shown that new scheme decreases hardware complexity
compared to previous schemes without affecting time complexity.

Index Terms—Computational complexity, digital arithmetic, table
lookup, residue arithmetic.

I. INTRODUCTION

A. Residue Number System and Scaling

T HE residue number system (RNS) provides a means for efficient
multiplication and addition of integers; however, scaling within

RNS is less efficient and this problem has long prevented wider adop-
tion of RNS. In this context, scaling an integer � means reducing its
word length by dividing by a constant �

� �
�

�
� (1)

In binary arithmetic, � is usually chosen to be a power of 2 such that
word length reduction is achieved by simply truncating a number’s bi-
nary representation. There is no equivalent operation in RNS with the
consequence that a result accumulated through a sequence of multi-
plications [as is often the case in digital filters or multiple-point fast
Fourier transfers (FFTs)] can grow in word length until it overflows
the dynamic range of the RNS.

An RNS [1] is characterized by a set of � coprime moduli
������� � � � ����. In the RNS, a number � is represented in �
channels: � � ���� ��� � � � � ���, where �� is the residue of �
with respect to ��, i.e., �� � ���� � ������. Within the
RNS there is a unique representation of all integers in the range
� � � 	 
 , where 
 � ����� � � � ��� . 
 is therefore known as
the dynamic range of the RNS. Two other values, 
� and 
��

� �

are commonly used in RNS computations and are worth defining
here. 
� � �
���� and 
��

� �
is its multiplicative inverse with

respect to �� such that 
� �
��

� �
� 	.

If � , � , and � have RNS representations given by
� � ���� ��� � � � � ���, � � ��� �� � � � � ��, and
� � ���� ��� � � � � ���, then denoting * to represent the operations +,
-, or �, the RNS version of � � � � � satisfies

� � �������� � ������� � � � � � ������� ��

Thus addition, subtraction, and multiplication can be concurrently per-
formed on the� residues within� parallel channels, and it is this high

Manuscript received June 21, 2007; revised January 15, 2008. First published
January 13, 2009; current version published February 19, 2009.. This work
was supported by the Australian Research Council’s Discovery Project Scheme
(DP0559582).

The authors are with the Centre for High Performance Integrated Tech-
nologies and Systems (CHiPTec), the School of Electrical and Electronic
Engineering, the University of Adelaide, Adelaide, SA 5005, Australia (e-mail:
ykong@eleceng.adelaide.edu.au; phillips@eleceng.adelaide.edu.au).

Digital Object Identifier 10.1109/TVLSI.2008.2004550

1063-8210/$25.00 © 2009 IEEE


