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Abstract: The design of on-chip error correction systems for multilevel code-storage NOR flash
and data-storage NAND flash memories is concerned. The concept of trellis coded modulation
(TCM) has been used to design on-chip error correction system for NOR flash. This is motivated
by the non-trivial modulation process in multilevel memory storage and the effectiveness of TCM
in integrating coding with modulation to provide better performance at relatively short block
length. The effectiveness of TCM-based systems, in terms of error-correcting performance,
coding redundancy, silicon cost and operational latency, has been successfully demonstrated.
Meanwhile, the potential of using strong Bose–Chaudhiri–Hocquenghem (BCH) codes to
improve multilevel data-storage NAND flash memory capacity is investigated. Current multilevel
flash memories store 2 bits in each cell. Further storage capacity may be achieved by increasing the
number of storage levels per cell, which nevertheless will correspondingly degrade the raw storage
reliability. It is demonstrated that strong BCH codes can effectively enable the use of a larger
number of storage levels per cell and hence improve the effective NAND flash memory storage
capacity up to 59.1% without degradation of cell programming time. Furthermore, a scheme to
leverage strong BCH codes to improve memory defect tolerance at the cost of increased NAND
flash cell programming time is proposed.
1 Introduction

Driven by the ever increasing demand for on-chip/board
non-volatile data storage, flash memory has become one
of the fastest growing segments in the global semiconductor
industry [1]. Flash memories are categorised into two
families, NOR flash and NAND flash [2]: NOR flash mem-
ories are mainly used for code storage and have relatively
short block length, for example, 16 or 64 user bits per
block, whereas NAND flash memories are mainly used
for massive data storage and have relatively long block
length, for example, 8192 or 16,384 user bits (i.e. 1024 or
2048 user bytes) per block. With its well-demonstrated
effectiveness for increasing flash memory storage capacity,
the multilevel concept, that is, to store more than 1 bit in
each cell (or floating-gate MOS transistor) by programming
the cell threshold voltage into one of l . 2 voltage
windows, is being widely used in both NOR and NAND
flash memories [3–7]. Owing to the inherently reduced
operational margin, multilevel flash memories are increas-
ingly relying upon on-chip error correction to ensure the
storage reliability [8–10]. In current practice, most
multilevel NOR and NAND flash memories store 2 bits in
each memory cell and employ classical linear block error
correction codes (ECCs) such as Hamming and Bose–
Chaudhuri–Hocquenghem (BCH) codes to realise on-chip
error correction.
This work is interested in the design of multilevel flash

memory on-chip error correction systems that may
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utperform the current practice by realising superior
eliability and/or enabling higher effective storage capacity.
ecause of the significant difference on the block length
etween NOR and NAND flash memories, we consider
hese two types of flash memories separately. In the
ontext of NOR flash, we investigate the use of trellis
oded modulation (TCM) [11] technique to realise
n-chip error correction. The motivation is 2-fold: (1) The
ore-than-two-levels-per-cell storage capacity makes

he modulation process non-trivial and an integral part of
he on-chip ECC. (2) TCM can effectively integrate ECC
ith modulation to realise better error correction perform-
nce when the block length is relatively small. We note
hat, although the use of TCM in multilevel memory has
een first proposed in [12], the incurred hardware
mplementation cost and latency overhead have not been
ddressed, which leaves its practical feasibility a missing
ink. Furthermore, TCM-based approach is only applicable
o NOR flash because its advantage over conventional
inear block codes quickly diminishes as the block length
ncreases, which however was not pointed out in [12]. To
valuate the silicon cost of using TCM-based on-chip
rror correction, we implemented the read datapath consist-
ng of high-precision sensing circuits and TCM decoder.
he results suggest that TCM-based systems can achieve
ncouraging memory cell savings at small operational
atency and silicon cost.
In the context of NAND flash, we investigated the use of

ery strong BCH codes to enable higher storage capacity.
urrently, most multilevel NAND flash memories store 2
its (or four levels) in each cell, for which a weak ECC
ode that can only correct few (e.g. one or two) errors is typi-
ally used [13]. Higher storage capacity may be realised by
urther increasing l, which will make it increasingly more dif-
cult to ensure storage reliability. In this regard, solutionsmay
e pursued along two directions, including: (i) improve the
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programming scheme to accordingly tighten each threshold
voltage window and (ii) use much stronger ECC. Along the
first direction, researchers have developed high-accuracy pro-
gramming techniques to realise 3bits/cell and even 4bits/cell
storage capacity [14, 15], which however complicates the
design of the peripheral programming mixed signal circuits
and degrades the programming throughput.
To the best of our knowledge, the potential of using much

stronger ECC to improve NAND flash storage capacity has
not been addressed in the open literature. This work
attempts to fill this gap by investigating the use of strong
BCH codes to enable a relatively large l (6, 8 and 12 in
this work). With the advantages of simplifying the program-
ming circuits and maintaining or even increasing the pro-
gramming throughput, the use of strong ECC is subject to
two main drawbacks: (i) strong ECC requires a higher
coding redundancy that will inevitably degrade the storage
capacity improvement gained by a larger l and (ii) the
ECC decoder may incur non-negligible silicon area over-
head and increase read latency. In general, to realise the
same error correction performance (or to achieve the same
coding gain), the longer the ECC code length, the less
will be the relative coding redundancy (or higher code
rate). Therefore strong ECCs are only suitable for NAND
flash memories that have long data block length and
hence may tolerate longer read latency. Using 2 bits/cell
NAND flash memories that employ single-error-correcting
Hamming codes as a benchmark, we investigated the effec-
tiveness of using strong BCH codes to ensure storage
reliability when increasing the value of l to 6, 8 and 12,
respectively. With the same programming scheme, and
hence the same threshold voltage distribution characteristics
as the 2 bits/cell benchmark, the larger value of l will result
in a worse raw storage reliability and demands a stronger
BCH code. To investigate the trade-off between design
complexities and storage capacity improvements, we
designed BCH decoders using 0.13 mm complementary
metal–oxide–semiconductor (CMOS) standard cell and
static random access memory (SRAM) libraries. The
results show that strong BCH codes can enable a relatively
large increase of the number of storage levels per cell and
hence a potentially significant memory storage capacity
improvement. Finally, a scheme is proposed to leverage
strong BCH codes to improve NAND flash memory
defect tolerance by trading off the memory cell program-
ming time.
The paper is organised as follows: We briefly present the

basics of multilevel flash memories in Section 2. The pro-
posed TCM-based on-chip error correction systems for mul-
tilevel NOR flash memories is presented in Section 3, and
Section 4 discusses the use of strong BCH codes in multile-
vel NAND flash memories. Conclusions are drawn in
Section 5.

2 Multilevel flash memories

This section briefly presents some basics of multilevel flash
memory programming/read and the memory cell threshold
voltage distribution model to be used in this work.
Interested readers are referred to [3] for a comprehensive
discussion on multilevel flash memories. Multilevel flash
memory programming is typically realised by combining
a program-and-verify technique with a staircase Vpp ramp
as illustrated in Fig. 1. The tightness of each programming
threshold voltage window is proportional to Vpp, whereas
the cell programming time is roughly proportional to
1/Vpp. The read circuit in l levels/cell NAND flash
memories usually has a serial sensing structure that takes
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2 1 cycles to finish the read operation. Higher read
peed can be realised by increasing the sensing parallelism
t the cost of silicon area, which is typically preferred in
atency-critical NOR flash memories.
On the basis of the results published in [16] for 2 bits/cell
OR flash memory, the cell threshold voltage approxi-
ately follows a Gaussian distribution as illustrated in
ig. 2: the two inner distributions have the same standard
eviation, denoted as s; the standard deviations of the
wo outer distributions are 4s and 2s, respectively. The
ocations of the means of the two inner distributions are
etermined to minimise the raw bit error rate. Let Vmax

enote the voltage difference between the means of the
wo outer distributions. We assume that this model is also
alid for NAND flash memories.

TCM-based on-chip error correction for NOR
ash

.1 TCM system structure

he basic idea of TCM is to jointly design trellis codes (i.e.
onvolutional codes) and signal mapping (i.e. modulation)
rocesses to maximise the free Euclidean distance
Similar to the Hamming distance of linear block codes,
ree Euclidean distance determines the error correction
apability of convolutional codes, that is, a convolutional
ode with free Euclidean distance of dfree can correct at
east b(dfree2 1)/2c code symbol errors) between coded
ignal sequences. As illustrated in Fig. 3, given an
-level/cell memory core, an m-dimensional TCM encoder
eceives a sequence of n-bit input data, adds r-bit redun-
ancy and hence generates a sequence of (nþ r)-bit data,
here each (nþ r)-bit data are stored in m memory cells
nd 2nþr

� lm. The encoding process can be outlined as
ollows: (1) A convolutional encoder convolves the input
bits sequence with r linear algebraic functions and gener-
tes kþ r coded bits. (2) Each kþ r coded bits select one of
he 2kþr subsets of an m2D signal constellation, where
ach subset contains 2n2k signal points. (3) The additional
2 k uncoded bits select an individual m2 D signal
oint from the selected subset.

ig. 1 Schematic illustration of program-and-verify cell
rogramming

ig. 2 Approximate cell threshold voltage distribution model in
bits/cell memory
IET Circuits Devices Syst., Vol. 1, No. 3, June 2007



Fig. 3 Block diagram of TCM-based on-chip error correction system
Let s denote the memory order of the convolutional code
encoder. To protect an N-bit data block, the TCM encoder
totally receives Nþ s bits including s zero bits for convolu-
tional code termination. If Nþ s is not divisible by n, the
last input to the encoder will contain less than n bits, for
which the m2 D modulation may be simplified to a modu-
lation with a lower dimension. As illustrated in Fig. 3, the
TCM decoder contains an m2D demodulator that provides
2kþr branch metrics and branch symbol decisions to the
Viterbi decoder for trellis decoding.

3.2 System design and performance evaluation

Targeting 2 bits/cell NOR flash memories, we designed
three TCM-based systems that protect 16-bit, 32-bit and
64-bit user data in one codeword. These three systems
share the same system design parameters (referred to
Fig. 3): n ¼ 7, k ¼ 2, r ¼ 1, m ¼ 4 and the memory order
of the convolutional code v ¼ 3. The signal read from
each memory cell is quantised by 12 levels. We decided
to use 12-level quantisation mainly based on our finite-
precision computer simulations, which suggested 12-level
quantisation appears to provide a good trade-off between
implementation cost and error correction performance. To
realise 4D modulation, we use the scheme proposed by
Wei [17] that hierarchically partitions the 4D rectangular
lattice formed by four memory cells into eight 4D sub-
lattices. Each coded 3-bit data from the convolutional
code encoder selects one out of the eight 4D sub-lattices.
The 4D signal space partition is described as follows:
First, we partition each 1D signal constellation (correspond-
ing to one memory cell) into two subsets E and F, as shown
in Fig. 4, where the signal points labelled as e and f belong
to the subsets E and F, respectively.
Next, we partition each 2D signal constellation into four

subsets A ¼ (E, F ), B ¼ (F, E), C ¼ (E, E) and D ¼ (F, F ),
as shown in Fig. 4, where the signal points labelled as a, b, c
and d belong to the subsets A, B, C, and D, respectively.
Finally, we partition the 4D signal constellation into
2kþr ¼ 8 4D subsets formed as listed in Table 1.
To protect 16-bit user data, the TCM encoder receives 19

bits (including 3 zero bits for termination) and finishes
encoding in three steps: during each of the first two steps,
it receives 7 bits and maps the coded 8 bits onto four
memory cells through 4D modulation; in the last step, it
receives 5 bits and maps the coded 6 bits onto three
memory cells through 3D modulation that is obtained by
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ollapsing one 2D constellation in the original 4D modu-
ation into a 1D constellation. Therefore this system is
enoted as (11, 8) TCM, that is, one codeword occupies
1 memory cells and protects 2 � 8 ¼ 16-bit user data
notice that each memory cell stores 2 bits). For the
urpose of comparison, we considered two other ECC
chemes using linear block codes: (i) a (11, 8, 1) 4-ary shor-
ened Hamming code and (ii) a (13,8,2) 4-ary shortened
wo-error-correcting BCH code [18].
Fig. 5a shows the performance comparison of these three

chemes. Although the performance curves of the two linear
lock codes can be analytically derived, we have to rely on
xtensive computer simulations to obtain the performance
urve of the (11, 8) TCM system, for which the solid part
s obtained by computer simulation and the dashed part is
stimated following the trend of the simulation results.
ith the same coding redundancy, (11, 8) TCM can

chieve about five orders of magnitude better performance
han (11, 8, 1) Hamming code. Compared with (13, 8, 2)
CH code, (11, 8) TCM can achieve almost the same per-
ormance while realising a saving of 2/13 (15.4%)
emory cells.
To protect 32-bit user data, the TCM encoder receives 35
its and finishes encoding in five steps, each step maps 8
its onto four memory cells through 4D modulation.
ence, this is denoted as (20, 16) TCM, that is, one code-
ord occupies 20 memory cells and protects 32-bit user
ata. The (20, 16) TCM is compared with two linear
lock codes: (i) a (19, 16, 1) 4-ary shortened Hamming
ode and (ii) a (23, 16, 2) 4-ary shortened BCH code.
ig. 5b shows their performance comparison.
To protect 64-bit user data, the TCM encoder receives 67
its and finishes encoding in 10 steps: during each of the
rst nine steps, it receives 7 bits and maps the coded 8
its onto four memory cells through 4D modulation; in
he last step, it receives 4 bits that bypass the convolutional
ode encoder and directly map onto two memory cells
hrough 2D modulation that is a constituent of the original
D modulation. Hence, this is denoted as (38, 32) TCM.
e compared it with two linear block codes: (i) a (36, 32,
) 4-ary shortened Hamming code and (ii) a (39, 32, 2)
-ary shortened BCH code. Fig. 5c shows their performance

able 1: Partition of the 4-D signal constellation

D subset Concatenation form

1 (A, A) < (B, B)

2 (C, C ) < (D, D)

3 (A, B) < (B, A)

4 (C, D) < (D, C )

5 (A, C ) < (B, D)

6 (C, B) < (D, A)

7 (A, D) < (B, C )

8 (C, A) < (D, B)
243



Fig. 5 BER performance when protecting 16-bit, 32-bit and 64-bit user data

In TCM schemes, the signal read from each memory cell is quantised by 12 levels
comparison. Table 2 summarises the comparison between
the TCM and the other ECC schemes discussed above in
terms of coding redundancy and error-correcting perform-
ance. Notice that the positive and negative numbers in the
third column mean positive and negative saving of
memory cells, respectively, and the performance gain in
the fourth column is measured when the bit error
rate(BER) of TCM-based system approaches 10214.

3.3 Silicon implementation

The above result shows the effectiveness of TCM-based
on-chip error correction in terms of coding redundancy
and error-correcting performance. However, to be a promis-
ing candidate for multilevel NOR flash memory, it should
be able to achieve small latency and negligible silicon
area compared with the overall memory die size. In the fol-
lowing, we present proof-of-concept implementation results
for the above three TCM-based systems for protecting
16-bit, 32-bit and 64-bit user data. Clearly, TCM encoders
are very simple and can easily achieve very small latency
with negligible silicon cost. Hence we only focus on TCM
decoders.
The TCM decoding datapath contains high-precision

sensing circuits, 4D demodulator and Viterbi decoder.
The sensing circuit realises 12-level quantisation, instead
of 4-level quantisation as in the conventional linear-
block-code-based ECC scheme. Using Cadence tool with
IBM 0.18 mm 7WL technology, we designed a
current-mode 12-level parallel sensing circuit following
the structure proposed in [19]. Fig. 6 shows the general
structure of a 12-level current-mode parallel sensing
circuit that mainly contains 11 current comparators.
12-level quantisation is realised by comparing the current
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Table 2: Comparison between TCM and the other ECC
schemes based on linear block code

TCM Competing

ECC

Savings of

cells, %

Performance

gain

(11, 8) (11, 8, 1) Hamming 0 �105

(13, 8, 2) BCH 15.4 �1

(20, 16) (19, 16, 1) Hamming 25.3 �105

(23, 16, 2) BCH 13 �10

(38, 32) (36, 32, 1) Hamming 25.6 .105

(39, 32, 2) BCH 2.6 .10
F
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rom the selected memory cell with the reference currents
rom the 11 reference cells which are appropriately pro-
rammed. The silicon area of one 12-level current-mode
arallel sensing circuit is estimated as 0.006 mm2. The
imulation results show that the worst-case sensing
atency (i.e. the input current is equal to one of the reference
urrents) is about 300 ps.
Upon receiving the data from four 12-level sensing cir-

uits, the 4D demodulator finds the most likely point in
ach 4D signal subset and calculates the corresponding
og-likelihood metric as the branch metrics sent to the
iterbi decoder. The output branch metrics are represented
ith 6 bits. The 4D demodulator receives a set of data
enoted as Ẑ ¼ {ẑ1, ẑ2, ẑ3, ẑ4} from the four analogue-to-
igital converters (ADCs), where each ẑi is the digitised
ata read from one cell. Given Ẑ, the 4D demodulator
hould calculate

4D Metric j ¼ max
p[Pj

( logP(Ẑjp)),

for j ¼ 1, 2, . . . , 8 (1)

here each 4D_Metric_ j represents the log-likelihood
alue of one most likely point in each 4D subset and p rep-
esents the point in each 4D subset Pj. As each point in each
D subset is represented by 5 bits, the 4D demodulator
hould also generate eight 5-bit data representing the most
ikely points in the eight 4D subsets. Leveraging the hier-
rchical structure of the 4D modulation, as shown in
ig. 7, the demodulation is realised in a hierarchical
anner. The 4D demodulator starts with finding the

ig. 6 Structure of a 12-level parallel sensing circuit
IET Circuits Devices Syst., Vol. 1, No. 3, June 2007



closest point in each 1D subset and its metric. Each 1D
demodulator receives the data ẑi read from one cell and
calculates

Metric E ¼ max
p[E

( logP(ẑijp)),

Metric F ¼ max
p[F

( logP(ẑijp)) (2)

where Metric_E and Metric_F represent the log-likelihood
value of one most likely point in two 1D subsets E and F,
respectively. The 1D demodulator also generates 1 bit
(note that we have two signal points in each 1D subset) to
represent the closest point in each 1D subset. This operation
can be implemented using a simple look-up table.
As discussed in Section 3.2, each 2D signal constellation

is partitioned into four subsets A ¼ (E, F ), B ¼ (F, E),
C ¼ (E, E), and D ¼ (F, F ). Upon the received data
{ẑi, ẑiþ1} for i ¼ 1, 3, the 2D demodulator generates

Metric A ¼ max
p[A

( logP({ẑi, ẑiþ1}jp))

¼ Metric E þMetric F

Metric B ¼ max
p[B

( logP({ẑi, ẑiþ1}jp))

¼ Metric F þMetric E

Metric C ¼ max
p[C

( logP({ẑi, ẑiþ1}jp))

¼ Metric E þMetric E

Metric D ¼ max
p[D

( logP({ẑi, ẑiþ1}jp))

¼ Metric F|fflfflfflfflffl{zfflfflfflfflffl}
1st 1D

þMetric F|fflfflfflfflffl{zfflfflfflfflffl}
2nd 1D

(3)

In a similar way, the 4D demodulator generates eight demo-
dulation metrics as follows

4D Metric 1 ¼ max
p[P1

( logP(Ẑjp))

¼ max (Metric AþMetric A,

Metric BþMetric B)

4D Metric 2 ¼ max
p[P2

( logP(Ẑjp))

¼ max (Metric C þMetric C,

Metric DþMetric D)

4D Metric 3 ¼ max
p[P3

( logP(Ẑjp))

¼ max (Metric AþMetric B,

Metric BþMetric A)
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Fig. 7 Data flow of the 4D demodulator
IET Circuits Devices Syst., Vol. 1, No. 3, June 2007
4D Metric 4 ¼ max
p[P4

( logP(Ẑjp))

¼ max (Metric C þMetric D,

Metric DþMetric C)

4D Metric 5 ¼ max
p[P5

( logP(Ẑjp))

¼ max (Metric AþMetric C,

Metric BþMetric D)

4D Metric 6 ¼ max
p[P6

( logP(Ẑjp))

¼ max (Metric C þMetric B,

Metric DþMetric A)

4D Metric 7 ¼ max
p[P7

( logP(Ẑjp))

¼ max (Metric AþMetric D,

Metric BþMetric C)

4D Metric 8 ¼ max
p[P8

( logP(Ẑjp))

¼ max Metric C|fflfflfflfflffl{zfflfflfflfflffl}
1st 2D

þMetric A|fflfflfflfflffl{zfflfflfflfflffl}
2nd 2D

,

 

Metric D|fflfflfflfflffl{zfflfflfflfflffl}
1st 2D

þMetric B|fflfflfflfflffl{zfflfflfflfflffl}
2ndD

!
(4)

he generated eight metric values will be sent to Viterbi
ecoder as the branch metrics for final decoding.
The last block on the decoding datapath is a Viterbi
ecoder. To minimise the decoding latency, we use a state-
arallel register-exchange Viterbi decoder architecture. As
iterbi decoder implementation has been extensively
ddressed in the open literature, we will not elaborate on
he decoder architecture details. Interested readers are
eferred to [20]. Here we note that, for the scenario of pro-
ecting 16-bit user data, as the Viterbi decoder finishes the
ecoding in only three steps, we directly unrolled the recur-
ive datapath of the original Viterbi decoder and fully opti-
ise the circuit’s structure, which reduces both silicon area
nd decoding latency. Table 3 summarises the read datapath
mplementation metrics of the three TCM systems. We note
hat the TCM systems protecting 32-bit and 64-bit user data
ontain four sensing circuits and one 4D demodulator,
hereas the TCM system protecting 16-bit user data con-
ains 11 sensing circuits and two 4D and one 3D demodula-
ors in order to match the parallelism of the unrolled Viterbi
ecoder, and hence the silicon area of the TCM system pro-
ecting 16-bit user data is comparable to the other two scen-
rios, even with the least block length.

BCH-based on-chip error correction for NAND
ash

.1 Binary BCH codes

inary BCH code construction and encoding/decoding are
ased on binary Galois fields. A binary Galois field with
egree of m is represented as GF(2m). For any m � 3 and
. 2m21, there exists a primitive binary BCH code over
F(2m), which has the code length n ¼ 2m21 and infor-
ation bit length k � 2m2mt and can correct up to (or
lightly more than) t errors. A primitive t-error-correcting
n, k, t) BCH code can be shortened (i.e. eliminate a
245



certain number, say s, of information bits) to construct a
t-error-correcting (n2 s, k2 s, t) BCH code with less infor-
mation bits and code length but the same redundancy. Given
the raw BER praw, an (n, k, t) binary BCH code can achieve
a codeword error rate of

Pe ¼
Xn
i¼tþ1

n

i

� �
piraw(1� praw)

n�i (5)

Binary BCH encoding can be realised efficiently using
linear shift registers, whereas binary BCH decoding is
much more complex. Various BCH decoding algorithms
have been proposed [21]. In Section 4.3, we will elaborate
on the binary BCH decoding algorithm and decoder archi-
tecture used in this work.

4.2 BCH codes for multilevel NAND flash

We first investigate the potential storage capacity improve-
ment by increasing l from 4 to 6, 8 and 12, respectively.
Assuming the same programming scheme (i.e. the same
step-up voltage Vpp and hence same cell programming
time) as the 2 bits/cell memory, we have the cell threshold
voltage distributions for l ¼ 6, 8 and 12 as illustrated in
Fig. 8 and described as follows: the l2 2 inner distributions
have the same standard deviation s; the standard deviations
of the two outer distributions are 4s and 2s, respectively.
The locations of the means of the l2 2 inner distributions
are determined to minimise the raw BER. It should be
pointed out that, as the value of l increases, some factors
such as floating-gate interference [22] and source line
noise [23] might degrade the threshold voltage distribution
(or increase the standard deviation). As currently no data are
available in the open literature to model such possible devi-
ation degradation and we expect that such degradation
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Table 3: Summary of implementation metrics

Silicon area, mm2 Latencya, ns

(11, 8) TCM 0.12 8.3

(20, 16) TCM 0.10 24.3

(38, 32) TCM 0.12 44.3

aIncludes latency of sensing circuits and TCM decoding
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hould not be significant, we assume that the standard devi-
tion is independent of l in this work.
We set Vmax, the voltage difference between the means of

he two outer distributions, as 6.5 V [24] and s as 1. For l of
, 8 and 12, we store 5 bits per two cells, 3 bits per cell and 7
its per two cells, respectively. Accordingly, the raw BER
re about 8 � 10212 (l ¼ 4), 5 � 1027 (l ¼ 6), 5 � 1025

l ¼ 8) and 2 � 1023 (l ¼ 12), respectively. Because the
ell programming time remains the same as the 2 bits/cell
enchmark, the programming throughput may approxi-
ately increase by 25, 50, and 75%, respectively.
To protect 8192 and 16,384 user bits per codeword with a

arget codeword error rate of lower than 10214,
ingle-error-correcting Hamming codes will be sufficient
o ensure the storage reliability for l ¼ 4. For larger
alues of l, binary BCH codes are constructed by shortening
rimitive binary BCH codes under GF(214) and GF(215),
espectively. Table 4 lists the BCH code parameters and
he corresponding codeword error rates. Table 4 also
hows the percentages of the user bits storage gain over
he 2 bits/cell benchmark, given the same number of
emory cells.

.3 BCH code decoder architecture and ASIC
esign

o evaluate decoder silicon implementation metrics for the
bove BCH codes, we carried out application–specific inte-
rated circuit(ASIC) design using 0.13 mm CMOS standard
ell and SRAM libraries. In the following, we first briefly
escribe the BCH decoder architecture and then present
he silicon implementation results. A syndrome-based
inary BCH code decoder consists of three blocks, as
hown in Fig. 9. For an (n, k, t) binary BCH code con-
tructed under a Galois field with the primitive element a,
he overall decoder architecture is described as follows.

.3.1 Syndrome computation: Given the received bit
ector r, it computes 2t syndromes as Si ¼

Pn�1
j¼0 rja

ij for
¼ 0, 1, . . . , 2t2 1. As pointed out in [25] for binary
CH codes, we have S2j ¼ Sj

2, so only t parallel syndrome
enerators are required to explicitly calculate the
dd-indexed syndromes, followed by much simpler square
ircuits. For a decoder with parallelism of p (i.e. the syn-
rome computation block receives p input bits in each
Fig. 8 Approximate flash memory cell threshold voltage distribution model

a l ¼ 6
b l ¼ 8
c l ¼ 12
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clock cycle), each syndrome generator has the structure as
shown in Fig. 10.

4.3.2 Error locator calculation: Based on the 2t syn-
dromes, we calculate the error locator polynomial
L(x) ¼ 1þL1xþL2x

2
þ . . .þLtx

t using the inversion-
free Berlekamp–Massey algorithm [26]. To minimise the
silicon area cost, a fully serial architecture is used, which
takes t(tþ 3)/2 clock cycles to finish the calculation. It
mainly contains three Galois field multipliers and two first-
input first-output (FIFO) buffers with lengths of t and tþ 1,
respectively.

4.3.3 Chien search: Upon receiving the error locator
polynomial L(x), it exhaustively examines whether ai is
the root of L(x) for i ¼ 0, 1, . . . , n2 1, that is, check
whether L(ai) ¼

Pt
j¼1 Lja

ij þ 1 is zero or not. It outputs
an error vector e in such a way that, if ai is a root, then
en2i ¼ 1, otherwise en2i ¼ 0. The overall decoder output
is obtained by rþ e as illustrated in Fig. 9. Fig. 11 shows
the Chien search architecture with the parallelism factor
of p that generates a p-bit output each clock cycle.

4.3.4 Decoder ASIC design: For the BCH codes listed
in Table 4, we designed decoders with the following con-
figurations: the syndrome computation and Chien search
blocks have a parallelism factor of 4; the error locator cal-
culation block is fully serial and takes t(tþ 3)/2 clock
cycles. Therefore the syndrome computation and Chien
search blocks always have the same latency (in terms of
the number of clock cycles), whereas the latency of error
locator calculation block depends on the value of t. To
improve the decoding throughput and minimise the decod-
ing latency, these BCH decoders support pipelined oper-
ation summarised as follows:

† For l ¼ 6, 8: The BCH codes have relatively small values
of t, so the corresponding error locator calculation blocks
have much less latency than the other two blocks.
Therefore we use a one-stage pipelined decoder structure
in which the syndrome computation and error locator calcu-
lation blocks operate on one codeword, whereas the Chien
search block operates on the other codeword in parallel.
† For l ¼ 12: The BCH codes have relatively large values
of t, so the corresponding error locator calculation blocks
have similar or even slightly longer latency than the other
two blocks. Therefore we use a two-stage pipelined
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Table 4: BCH codes parameters and performance

l (n, k, t) BCH

codes

Codeword

error rate

User bits

storage gain, %

6 (8262, 8192, 5) 1.1 � 10217 24.0

8 (8360, 8192, 12) 3.1 � 10215 47.0

12 (9130, 8192, 67) 2.8 � 10215 57.0

6 (16 459, 16 384, 5) 7.0 � 10216 24.5

8 (16 609, 16 384, 15) 3.2 � 10215 48.0

12 (17 914, 16 384, 102) 7.2 � 10215 60.1

Fig. 9 Binary BCH code decoder structure

F
f

F
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ecoder structure in which these three blocks operate in
arallel on three consecutive codewords.

Furthermore, the decoder FIFO as shown in Fig. 9 is
ealised by SRAMs to minimise the silicon area cost.
hese BCH decoders are designed with Chartered
.13 mm CMOS standard cell and SRAM libraries, where
ynopsys tools are used throughout the design hierarchy
own to place and route. We set the power supply as
.08 V and the number of metal layers as four in the place
nd route. Post-layout results verify that the decoders can
perate at 400 MHz and hence support about 1.6 Gbps
ecoding throughput because of the decoder parallelism
actor of 4. Such throughput appears to be sufficient in real-
ife applications [27]. The silicon area and decoding latency
re listed in Table 5.
To demonstrate the overall NAND flash memory storage

apacity improvement potential, we carried out the follow-
ng estimation for 70-nm CMOS technology: The effective
AND flash memory cell size is 0.024 mm2 at 70-nm
MOS technology [7]. We scale the BCH decoder silicon
rea by (130/70)2 ¼ 3.4 to estimate the decoder silicon
rea at 70-nm CMOS technology. Accordingly, Table 6
hows the estimated total numbers of user bits that can be
tored in a NAND flash memory core of 100 mm2 while
onsidering the BCH decoder silicon area cost. The effec-
ive storage capacity improvement is obtained by compar-
ng against the 2 bits/cell benchmark.

.4 Integration with defect tolerance

e assumed above that the cell programming time (and
ence threshold voltage distribution) remains the same for
arious l and BCH codes are solely used for compensating
hreshold voltage distribution-induced (TVDI) errors. It is
ntuitive that, if we improve the programming accuracy
y reducing the step-up programming voltage Vpp at the
ost of increased programming time, the TVDI error rates
ill correspondingly reduce. This will leave a certain
egree of BCH code error correction capability available
or compensating memory defects. This can be considered
s a trade-off between programming time and defect
olerance.

ig. 10 Structure of one syndrome generator with parallelism
actor of p

ig. 11 Structure of Chien search with the parallelism factor of p
247
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Following this intuition, we investigate such a trade-off in
NAND flash memories with l of 6, 8 and 12, respectively.
On the basis of the cell threshold voltage distribution
model as presented above, if we reduce the step-up pro-
gramming voltage Vpp to improve the programming accu-
racy, the standard deviation of the threshold voltage
distribution will accordingly reduce. In this work, we
simply assume that the standard deviation s is inversely
proportional to the cell programming time. If a
t-error-correcting binary BCH code needs to compensate
up to ddef defective memory cells, it will only be able to
correct up to tTVDI ¼ t2 ddef TVDI errors. To
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Table 5: BCH decoder ASIC design post-layout results

l (n, k, t) BCH codes Silicon area, mm2 Latency, ms

6 (8262, 8192, 5) 0.21 10.4

8 (8360, 8192, 12) 0.32 10.9

12 (9130, 8192, 67) 1.43 17.6

6 (16 459, 16 384, 5) 0.25 20.7

8 (16 609, 16 384, 15) 0.38 21.4

12 (17 914, 16 384, 102) 2.14 40.2

Table 6: Estimated storage capacity for a 100 mm2

NAND flash memory core

(n, k, t) BCH

codes

Stored user

bits, Gbits

Effective stor

age capacity

improvement

4 8.33 –

6 (8262, 8192, 5) 10.32 23.9

8 (8360, 8192, 12) 12.24 46.9

12 (9130, 8192, 67) 13.03 56.4

6 (16 459, 16 384, 5) 10.36 24.4

8 (16 609, 16 384, 15) 12.32 47.9

12 (17 914, 16 384, 102) 13.25 59.1

Table 7: Trading TVDI error correction capability for
defect tolerance

l (n, k, t) BCH codes Standard

deviation s

ddef tTVDI

6 (8262, 8192, 5) 0.833 1 2

8 (8360, 8192, 12) 0.930 1 9

0.719 3 3

12 (9130, 8192, 67) 0.950 4 53

0.900 7 42

0.800 12 24

0.571 17 6

6 (16 459, 16 384, 5) 0.800 1 2

8 (16 609, 16 384, 15) 0.950 1 12

0.700 4 3

12 (17 914, 16 384, 102) 0.950 6 81

0.900 12 60

0.800 20 32

0.571 27 6

F
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ccommodate such TVDI error correction capability loss,
e have to accordingly reduce the TVDI error rates by
mproving the programming accuracy and hence reducing
he standard deviation parameter s. For the BCH codes
isted in Table 4, we have to shown the trade-offs
etween s and ddef as in Table 7.
Based on the above discussion, we further propose a
odified multilevel flash memory defect-tolerant strategy
y combining the conventional spare rows/columns repair
nd BCH codes. As illustrated in Fig. 12, we first check
hether the available spare rows/columns can repair all
he defects in one memory block, if not, then we carry out
certain repair algorithm to use the spare rows/columns

o repair as many defects as possible so that the number
f residual defective cells can be minimised. Then we cal-
ulate how to adjust the threshold voltage distribution devi-
tion parameter s in order to compensate the TVDI error
orrection capability loss. Finally, we check whether the
arget s is feasible, subject to some practical constraints
uch as circuit precision and minimum allowable cell
rogramming time.

Conclusions

his paper presented on-chip error correction system design
pproaches for multilevel code-storage NOR flash and
ata-storage NAND flash memories. We applied the TCM
oncept to design an on-chip error correction system for
ultilevel NOR flash memories. Compared with the con-
entional practice using linear block codes, the
CM-based design solution can provide better coding
edundancy against error-correcting performance trade-offs.
argeting 2 bits/cell NOR flash, we designed TCM-based
ystems for three scenarios where the number of user bits
er block is 16, 32 and 64, respectively. Compared with
he systems using two-error-correcting BCH codes, the
CM-based systems can achieve �1 order of magnitude
etter BER while saving 15.3% (16-bit), 13.0% (32-bit)
nd 2.6% (64-bit) memory cells, respectively. Cadence
nd Synopsys tools were used to implement the read data-
ath including mixed signal sensing circuits and digital
CM demodulation and decoding circuits. The latency
nd silicon area are 8.3 ns and 0.12 mm2 (16-bit), 24.3 ns
nd 0.10 mm2 (32-bit), and 44.3 ns and 0.12 mm2 (64-bit),
espectively.
In the context of NAND flash memory, we demonstrated

he promise of using strong BCH codes to further improve
ultilevel data-storage NAND flash memory capacity

ithout degrading memory programming time. Targeting

he codeword error rate lower than 10214, we constructed
CH codes with 8192 and 16384 user bits per codeword,
espectively. It shows that, given the same number of
emory cells, up to 60% more user bits can be stored com-
ared with the 2 bits/cell benchmark. To evaluate decoder

ig. 12 Flow diagram using BCH codes for defect tolerance



silicon area and achievable decoding throughput/latency,
we implemented BCH decoders using 0.13 mm CMOS stan-
dard cell and SRAM libraries. Post-layout results verify that
the decoders occupy (much) less than 2.5 mm2 silicon area
and achieves (much) less than 41 ms decoding latency and
1.6 Gbps decoding throughput. On the basis of the pub-
lished results for NAND flash effective cell area and a
simple scaling rule, we estimate that, under 70-nm CMOS
technology and 100 mm2 core area, up to 59.1% effective
storage capacity improvement can be realised compared
with 2 bits%cell benchmark.
Furthermore, we propose a design strategy that can lever-

age the large error correction capability of strong BCH
codes to improve memory defect tolerance by trading off
the memory cell programming time.
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