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Reducing Read Latency of Shingled Magnetic Recording With Severe
Intertrack Interference Using Transparent Lossless Data Compression
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With the distinct advantage of retaining conventional head and media, the emerging shingled recording technology improves areal
storage density through intentional track overlapping that nevertheless introduces severe intertrack interference (ITI). An economically
tenable option for shingled drives is to utilize a single read head. As we continue to increase its areal storage density, there will be a
higher probability that a read operation demands reading multiple adjacent tracks for explicit ITI compensation. This directly results
in a significant read latency penalty when using a single read head. In this work, we propose a simple design strategy to reduce such
ITI-induced read latency penalty. If a sector of user data can be compressed to a certain extent, it will leave more storage space for coding
redundancy and, hence, opportunistically enable the use of a stronger-than-normal error correction code (ECC). The stronger ECC
can accordingly reduce the probability of reading multiple adjacent tracks for explicit ITI compensation. Beyond a simple intrasector
compression, the absence of the update-in-place feature in shingled recording makes it feasible to apply lossless compression across
multiple consecutive sectors. This can further improve the compression efficiency and, hence, reduce the probability of reading multiple
adjacent tracks. We carried out simulations that successfully demonstrate the effectiveness of the proposed design strategies on reducing
the read latency penalty caused by severe ITI in shingled recording.

Index Terms—Lossless compression, read latency, shingled magnetic recording.

I. INTRODUCTION

HINGLED recording technology [1], [2] has recently
emerged as one promising near-term option to continue
the historical scaling of magnetic recording storage areal
density. Different from other alternative technologies, such as
energy-assisted magnetic recording and bit-patterned media
recording, shingled recording uses the conventional head
and media for recording and relies on a well-controlled track
overlap to increase the storage areal density. With a much
tighter track pitch, shingled recording is subject to significant
intertrack interference (ITI). Although a true 2-D read channel
can effectively compensate severe ITI, it could result in higher
costs due to the use of multiple read heads [3], [4]. Therefore,
this work is only interested in shingled recording with a single
read head. Shingled recording with a single read head is fun-
damentally subject to a storage density versus read latency
tradeoff: To read one sector, we first read only the sector itself
by treating ITI from its adjacent tracks as random noise, if this
first attempt fails, we progressively read one or more adjacent
tracks to explicitly compensate ITI in order to correctly recover
the target sector. As we use a more aggressive track overlap
to increase the areal storage density, ITI will become more
significant and, hence, result in a higher probability to read one
or more adjacent tracks for explicit ITI compensation. This
clearly leads to a longer read latency.
In this work, we are interested in reducing the read latency
degradation caused by significant ITI in shingled recording,
whereas Venkataraman et al. [5] consider techniques primarily
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addressing the update-in-place problem present in shingled
drives. The basic idea is very intuitive and can be briefly
described as follows: First, we note that, except for multimedia
files, most files are typically stored on disks without com-
pression, even though they may be losslessly compressible.
If one sector of user data can be losslessly compressed to a
certain extent, extra storage space will become available to
store error-correction code (ECC) redundancy, which makes
it possible to use a stronger-than-normal ECC for the present
sector and, hence, reduce the probability of reading one or
more adjacent tracks for explicit ITI compensation. In contrast
to a conventional file or disk compression, such an intrasector
lossless data compression and decompression are hidden within
the disk drive and thereby completely transparent to the user
and operating systems. Clearly, it does not change the effective
disk storage capacity.

Moreover, since lossless data compression efficiency tends
to improve as data size increases, we further investigate the
scenario of applying lossless data compression across multiple
physically consecutive sectors along the same track in order to
opportunistically enable an even stronger ECC and, hence, more
effectively reduce the read latency overhead. This is referred to
as virtual sector compression. Ironically, the loss of update-in-
place feature in shingled recording makes such a virtual sector
compression strategy practically appealing. For conventional
magnetic recording that can naturally support update-in-place,
such virtual sector compression is not pragmatic, since we have
to read and write back multiple sectors instead of simply writing
one sector, leading to an update latency penalty. In sharp con-
trast, shingled recording loses the update-in-place feature due
to the overlapped write. As a result, when one sector is to be
updated, we always have to read and write back many consecu-
tive sectors on several adjacent tracks, which naturally enables
the use of virtual sector compression without causing any extra
update latency. In the context of virtual sector compression,
we further discuss and evaluate two different implementation
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Fig. 1. Illustration of shingled magnetic recording with corner writer. Tracks
m-1, m, and m+1 are sequentially written to the disk in the overlapped manner.

strategies, including: 1) fixed-size virtual sector, where we al-
ways apply lossless data compression across the same number
of a sectors; and 2) content-aware virtual sector, where we dy-
namically adjust the virtual sector size according to the type of
files (hence, their content characteristics).

Finally, we note that a recent related work [6] combines
endurance coding with lossless compression to improve the
NAND flash memory program/erase cycling endurance. The
common feature of this work and [6] is to exploit lossless
compressibility to create extra redundant space for improving
data coding, whereas this work uses the extra redundancy for
stronger ECC and [6] uses the extra redundancy for better
endurance coding (notice that endurance coding aims to ma-
nipulate the data pattern written to flash memory cells in order
to reduce the physical memory cell wear-out). In addition, this
work proposes both intrasector and intersector compression
for shingled recording, while only intrapage compression is
feasible for NAND flash memory (since interpage compression
will cause significant read latency overhead in NAND flash
memory).

II. SHINGLED WRITE AND RANDOM READ LATENCY

Shingled magnetic recording works on the principle of over-
lapped writing and requires a corner writer to achieve high field
gradients [7]. Fig. 1 illustrates the basic principle of shingled
writing, where Wspingle denotes the adjacent track width over-
written by shingling, Weepnter and Reenter are the track centers
for writing and reading, Sy, denotes the shingled track pitch, and
We_shieta and Wy_gpje1q are the shield gap widths. Although
a true 2-D read channel signal processing enabled by multiple
read heads can naturally mitigate the severe ITI in shingled mag-
netic recording [7]-[9], it apparently suffers from higher cost.
Hence, this work only considers shingled recording with a single
read head.

As we aggressively push the shingled recording areal den-
sity at the cost of increasingly severe ITI, a natural progressive
three-step read scheme for random read is needed to explicitly
compensate ITI, as illustrated in Fig. 2: Using the single read
head, we first read the main track and carry out a traditional
1-D read channel signal processing by treating ITI as random
noise; if it fails, we read its adjacent track on one side and carry
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Fig. 2. Illustration of the progressive three-step read scheme to provide just-
enough read channel signal processing.

out a 2-D read channel signal processing by explicitly incorpo-
rating one-sided I'TT information; if it fails again, we read its ad-
jacent track on the other side and carry out a two-sided 2-D read
channel signal processing. To quantitatively demonstrate the
progressive performance improvement of this three-step read
scheme, we carried out the following simulations. According
o [10] and [11], we set the Gaussian read sensitivity function
for shingled magnetic recording channel response as

Al A) = exp [(%) ((PV%JZ (P%0)2>1 M

where ¢ = —1.8197,¢ represents the down track location, A
is the cross-track location, and PW, and PW¢, denote the
half-power width along track and across track, which are set
to 5.2 and 4.8 nm, respectively. We set the shingled track pitch
Syp as 6.4 nm with Wspingle corresponding to an ITI of 20% for
a 70-nm write head, where we consider the adjacent track ITI
as the scaled version of the target track response. Fig. 3 shows
the read channel model being used in this work. We assume that
sectors on different tracks are perfectly aligned, and we do not
take into account edge noise and transition noise. As illustrated
in Fig. 3, a, 5 denotes the bits and n;(¢) denotes additive white
Gaussian noise (AWGN) where « = (), —1, 1 corresponds to the
target track and its two adjacent tracks. The impulse response
is given by h;, where i corresponds to the pass number, and G
and F’ denote the generalized partial response (GPR) target and
the equalizer whose coefficients are obtained through standard
Lagrange constrained minimization [12], [13] for the error é.
The filter h;(—%, Ag) matches the impulse response on the target
track. In addition, we set that equalizer has 11 taps. We note that,
although Fig. 3 shows the complete 2-D read channel model, it is
straightforward to obtain 1-D or one-sided 2-D read channel by
removing the responding components. After the equalization,
1-D Viterbi detector is used for signal detection, and we assume
the use of Reed—Solomon (RS) code as ECC. We set the code-
word length of 4 kB and, thereby, the RS code is constructed
over GF(2!?).

Fig. 4 shows the sector error rate (SER) versus signal-to-noise
ratio (SNR) curves of the three steps, where the SER is de-
fined as the rate at which the ECC decoding of one sector fails:
1-D read channel processing, one-sided 2-D read channel pro-
cessing, and two-sided 2-D read channel processing. The SER,
i.e., RS code decoding failure rate in this study, is estimated
using the analytical method presented in [14].

As ITI becomes more significant, the second and even the
third step in the three-step progressive read process will more
likely occur, leading to a much longer average read latency due
to the disk rotational latency in comparison to the seek time.
This clearly suggests that it is highly desirable to minimize the
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Fig. 4. Simulated SER versus SNR performance of shingled recording with
20% ITL.

occurrence of the second and third steps in this progressive
three-step read.

III. USING TRANSPARENT INTRASECTOR DATA COMPRESSION
TO REDUCE READ LATENCY

In the context of the above three-step progressive read
process, let Pe(l) and Pe(,z) denote the probability that the first

and second read steps fail. We can then express the average
read latency as

Tlat = Tseek T Pseek * Trot + Tdata

—I—(chl) + Pe(l) ) Pg(z)) : (Trot + Tdata + qufscok) (2)

where 74k 18 the seek time, Pk s the probability of rotational
delay upon seek, 7t is the rotational delay for read, Tgats 1S
data transfer time, and T scok 1S the sequential seek time when
read head switches from one track to its adjacent track. Given
the disk rotation speed, we must reduce Pél) and PE(Z) in order
to reduce the read latency overhead. Straightforwardly, we can
allocate more redundant bits in each sector and, hence, employ
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TABLE I
SIMULATED CODE RATE REDUCTION FACTORS FOR DIFFERENT
LOSSLESS COMPRESSIBILITY
Compressibility 3; 100% 98% 96% 94%
Code rate reduction factor 7; 1 0.9671 | 0.9434 | 0.9210

a stronger ECC to reduce Pe(,l) and sz), which nevertheless

suffer areal storage density loss and, hence, bit cost increase.

This work is motivated by the fact that, except for the multi-

media files, many files stored on hard disk drives are not com-
pressed at all, although they are losslessly compressible. We
propose to apply an intrasector transparent lossless compres-
sion to opportunistically reduce read latency without incurring
areal storage density loss. Given one sector of user data that
is losslessly compressible, we apply lossless compression to
leave more storage space for ECC coding redundancy within
the sector and, hence, enable the use of a stronger ECC to re-
duce Pe(l) and Péz). Since the lossless data compression is ap-
plied to each individual sector independently, it is completely
transparent to the operating systems and users. We performed
the following case studies to quantitatively demonstrate the ef-
fectiveness of this simple design strategy.

In this work, we chose the popular
Lempel-Ziv—Storer—Symanski ~ (LZSS)  lossless  data
compression algorithm [15], which is applied to compress
various user data, executable and system files on one of our
department servers with Red Hat enterprise edition Linux.
Besides OS and personal files, the server hosts several
commercial electronic design automation (EDA) software
packages. Let n € (0,1] denote the code rate reduction
factor, i.e., the use of lossless data compression can scale
down the ECC code rate by a factor of 5. Let 5 denote the
compressibility corresponding to 7, i.e., the probability that
one sector can be protected by an ECC with the code rate
reduction factor of 7 after the use of LZSS-based lossless data
compression. Ideally, in order to fully utilize the available
storage space within each sector, we may expect that the ECC
code rate reduction can be gracefully adjusted with a fine
granularity. However, such an ideal scenario with fine-grained
configurability and adaptability may largely complicate the
practical implementation. Therefore, we only consider four
different compressibility, including 31 = 100%, 52 = 98%,
33 = 96%, and (34 = 94%, based upon which we can obtain
the corresponding four code rate reduction factor, as shown in
Table I. In this case study, we consider the 4-kB sector format
and each sector is protected by an RS code, and a (2797, 2731,
33) RS code is used when lossless compression is not used.
According to these code rate reduction factors, we have that
the parameters of the other three different RS codes are (2797,
2633, 82), (2797, 2577, 110), and (2797, 2515, 141).

Fig. 5 shows the simulated SER versus SNR performance
under the four different code rate reduction factors and different
read channel configurations. Based on the simulation results in
Fig. 5 and (2), we estimate the read latency versus SNR, as
shown in Fig. 6, under different scenarios, which clearly demon-
strates the effectiveness of using intrasector data lossless com-
pression strategy to reduce read latency in shingled recording. In
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Fig. 5. Simulated SER versus SNR performance when intrasector compression
enables different code rate reduction factors.
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Fig. 6. Estimated read latency versus SNR when intrasector compression en-
ables different code rate reduction factors.

this study, we consider a 3.5-in drive with 5400 revolutions per
minute (RPM) and an average seek time of 11 ms. We set a 4-kB
sector size, a mean read data rate of 110 MB/s, 250 servosec-
tors, and assume negligible command processing time. Mean-
while, due to the discrete nature of the progressive three-step
read scheme, there are certain SNR regions in which different
code rate reduction factors result in the same read latency, as
shown in Fig. 6.

IV. VIRTUAL SECTOR COMPRESSION

In the above discussion, lossless data compression is applied
independently to each individual sector. Being transparent to
the firmware, users, and operating systems, such an intrasector
compression can maximally simplify the practical implementa-
tion. Nevertheless, since lossless data compression efficiency
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Fig. 7. Tllustration of (a) intersector compression, and (b) comparison between
intrasector compression and intersector compression.

strongly depends on the data chunk! size (i.e., a larger data
chunk leads to a higher compression efficiency), such an in-
trasector compression suffers from relatively poor compression
efficiency due to the limited sector size (e.g., 4 kB). Intuitively,
we can apply lossless data compression across several physi-
cally consecutive sectors on the same track to improve com-
pression efficiency, as shown in Fig. 7. Nevertheless, such inter-
sector compression may be subject to two issues: 1) we have to
read and write several sectors in order to update any one sector,
leading to an extra update latency overhead; and 2) we have to
read several sectors in order to read any one sector, leading to
an extra read latency overhead.

In shingled recording, a certain number of tracks form a shin-
gled region, and all the tracks within the same region must be
written sequentially due to the overlapped writing. As a re-
sult, the update-in-place feature is lost. Ironically, such a fun-
damental limitation of shingled recording eliminates the first
issue mentioned above, i.e., applying lossless data compression
across several physically consecutive sectors on one track does
not induce any extra update latency overhead. The second issue
of the extra read latency overhead involves a tradeoff, which is
described as follows. Let P\ (n) and r® (n) denote the prob-
ability that the first and second read steps fail when one virtual
sector contains n consecutive sectors. We can express the read
latency as

Tlat,(n) = Tseek Pieek * Trot + Tdata(n)
+ (P (n) + PO (n) - PP (n))

* Trot + Tda.ta(n) + qufseek (3)

where Tieelc 1S the seek time, Piecc is the probability of rota-
tional delay upon seek, 7. is the rotational delay for read, and
Tdata(n) is data transfer time for the n sectors. Given the ECC
being used to protect each sector, we can estimate Pﬁl) (1) and
Pe@(l), based upon which we can then estimate pv (n) and
Pg@)(n) as

1

P () =1~ (1-PI(1))
0

1 _ T
PP (n)=1-(1-PP1)" (4)

As n increases, we can improve the lossless data compression
efficiency and, hence, use a stronger ECC with a lower code rate,
which can reduce the failure probabilities rY (1) and rM (1).

'Here data chunk is used to represent a group of one or more physical sectors,
upon which lossless compression is applied.
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TABLE II
SIMULATED CODE RATE REDUCTION FACTOR UNDER DIFFERENT
COMPRESSIBILITY AND VIRTUAL SECTOR SIZE

n=3 n=3~8 n=16 | n =32
B2 =98% | 0.9620 | 0.9612 0.9591 0.9525
B3 =96% | 0.9262 | 0.9254 0.9210 0.9159
Ba =94% | 09019 | 0.8939 0.8873 0.8770

Therefore, according to (4), the virtual sector read failure prob-
abilities Pe(l)(n) and Pe(2)(n) tend to first reduce and then in-
crease as we keep increasing . Clearly, we should keep n small
enough to ensure the monotonic dependence of ri (n) and
Pe@)(n) on n. Meanwhile, a larger n will directly result in a
longer virtual sector data transfer latency 7qata(7n). Therefore,
when using the virtual sector design strategy to apply lossless
data compression across multiple sectors, the average random
read latency essentially involves a tradeoff that depends on the
virtual sector size 7.

In the remainder of this section, we present case studies to
demonstrate two possible options for implementing the virtual
sector concept. The first option is to simply group a fixed
number consecutive sectors into a virtual sector, and the second
option is to dynamically adjust the size of the virtual sector
based upon the data content characteristics.

A. Case Study I: Fixed-Size Virtual Sector

Similar to the above study on intrasector compression in
Section 111, we consider four different compressibility values,
i.e., 31 = 100%, 32 = 98%, B3 = 96%, and 34 = 94%. Again,
applying the popular LZSS lossless compression algorithm to
files stored on one of our department servers, we estimate the
achievable code rate reduction factor #; under different virtual
sector size, as listed in Table II. We note that n denotes the
number of physical sectors contained in each virtual sector.

Given each set of virtual sector size n and compressibility
(3, we can apply the corresponding code rate reduction factor
to estimate the probabilities Pe(l)(n) and Pe@)(n) under dif-
ferent SNR, and further estimate the read latency according to
(3). Fig. 8 shows the estimated read latency under different vir-
tual sector size for compressibility 514 = 94%. As we increase
the virtual sector size, we can improve the lossless compression
efficiency, i.e., the code rate reduction factor can be smaller,
as shown in Table II. Therefore, the read latency curves with
larger virtual sector sizes exhibit high-to-low latency transition
at a lower SNR, as shown in Fig. 8. On the other hand, a larger
virtual sector size results in a larger data transfer time 7y, ()
in (3). Hence, the read latency curves with larger virtual sector
sizes have larger read latency after the transition. For example,
within 12—-13 dB of SNR, virtual sector size of n = 32 corre-
sponds to the longest read latency (around 30 ms) and virtual
sector size of 7 = 1 corresponds to the shortest read latency
(around 26 ms), as shown in Fig. 8.

Using the current design practice (i.e., without using any loss-
less compression) as the baseline, Fig. 9 shows the average read
latency saving under different SNR when using different virtual
sector sizes. Results clearly show the impact of virtual sector
size on the read latency savings, and the obvious advantage of
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Fig. 9. Average read latency saving when using different virtual sector sizes.

using virtual sector with n = 3 over intrasector compression
(e, n =1).

B. Case Study II: Content-Aware Variable-Size Virtual Sector

As discussed above, when using the virtual sector design
strategy, the read latency is subject to a tradeoff between
compression efficiency and data transfer latency overhead.
This inherent tradeoff depends on the virtual sector size n.
Intuitively, different types of data (e.g., text files and executable
files) can have (largely) different compressibility, hence they
may prefer different values of n. This simple intuition inspired
us to investigate the potential of content-aware variable-size
virtual sector. First, we studied the difference of compression
efficiency among different typical file types. In particular, using
the same data set in [16] and [17], we studied five different
file types, including dll, exe, html, txt, and xml files. Fig. 10
shows the compressibility versus compression ratio when using
intrasector lossless compression. The results clearly reveal the
significant difference among different types of files. We note
that all sectors curve in Fig. 10 includes all the sectors we tested
on the server including those already compressed data sectors.
In addition, given the compressibility 52 = 98%, Fig. 11 shows
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TABLE III
VIRTUAL SECTOR SIZE BASED ON SECTOR TYPE

Sector type DLL | EXE | HTML | TXT | XML
Virtual Sector Size (n) 4 2 4 3 2

the impact of virtual sector size on the achievable compression
ratio for different types of files.

Based upon the results shown in Fig. 11, we can intuitively
set the virtual sector size for different types of files, as listed in
Table III. The reasoning for such content-aware virtual sector
size configuration essentially corresponds to the minimum vir-
tual sector size beyond which the compression ratio tends to
saturate.

Assuming that different types of files contain the same
amount of sectors and following the content-aware virtual
sector size configuration listed in Table III, we can estimate the
code rate reduction factors for four different compressibility,
as listed in Table IV.

Using the above parameters and results, we estimate the av-
erage read latency under different SNR values, as shown in
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TABLE IV
SIMULATED CODE RATE REDUCTION FACTORS FOR
DIFFERENT COMPRESSIBILITY

Compressibility 3; 100% 98% 96% 94%
Code rate reduction factor 7; 1 0.8797 | 0.8583 | 0.8404
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Fig. 12. Estimated read latency when using content-aware and fixed-size vir-
tual sector design strategies.
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Fig. 13. Average read latency savings when using content-aware and fixed-size
virtual sector design strategies.

Fig. 12, when using such a content-aware virtual sector de-
sign strategy. For the purpose of comparison, we also show
the average read latency when fixing the virtual sector size as
n = 1 and n = 3, respectively. Furthermore, to illustrate the
advantages of content-aware virtual sector over fixed-size vir-
tual sector, Fig. 13 compares the read latency savings against
the baseline scenario without using data compression. The re-
sults clearly demonstrate the advantage of incorporating content
awareness in virtual sector design strategy.

The above results quantitatively demonstrate the potential ef-
fectiveness of the proposed design strategy. Nevertheless, we
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would like to emphasize that the proposed design strategy is
only applicable to compressible user data, hence should not be
used for data that are already compressed such as multimedia
data. In addition, the actual benefit apparently depends upon the
specific design of the systems.

V. CONCLUSION

This paper demonstrates the potential of using lossless data
compression to reduce the read latency penalty caused by ITI
in the emerging shingled recording magnetic storage. Lever-
aging the fact that, except for the multimedia files, most files
are typically stored on disks without compression, we propose
to apply intrasector lossless compression to opportunistically
enable the use of a stronger ECC that can obviate an explicit
compensation for ITI. We carried out simulations and the re-
sults demonstrate that such a simple technique can reduce the
disk read latency by up to 40% compared with conventional de-
sign practice without compression. In addition, we propose to
extend intrasector lossless compression into intersector (or vir-
tual sector) compression that applies compression across mul-
tiple consecutive sectors. We further discuss both fixed-size and
content-aware variable-size virtual sector compression. Simula-
tion results suggest that, compared with simple intrasector com-
pression, virtual sector compression can reduce the read latency
by up to 39%. These results demonstrate the promising poten-
tial of applying the proposed design strategy to address the read
latency issue in future highly scaled shingled recording drives.
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