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Computation Error Analysis in Digital Signal
Processing Systems With Overscaled Supply Voltage
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Abstract—It has been recently demonstrated that digital
signal processing systems may possibly leverage unconventional
voltage overscaling (VOS) to reduce energy consumption while
maintaining satisfactory signal processing performance. Due
to the computation-intensive nature of most signal processing
algorithms, the energy saving potential largely depends on the
behavior of computer arithmetic units in response to overscaled
supply voltage. This paper shows that different hardware imple-
mentations of the same computer arithmetic function may respond
to VOS very differently and result in different energy saving poten-
tials. Therefore, the selection of appropriate computer arithmetic
architecture is an important issue in voltage-overscaled signal pro-
cessing system design. This paper presents an analytical method to
estimate the statistics of computer arithmetic computation errors
due to supply voltage overscaling. Compared with computation-in-
tensive circuit simulations, this analytical approach can be several
orders of magnitude faster and can achieve a reasonable accuracy.
This approach can be used to choose the appropriate computer
arithmetic architecture in voltage-overscaled signal processing
systems. Finally, we carry out case studies on a coordinate rotation
digital computer processor and a finite-impulse-response filter to
further demonstrate the importance of choosing proper computer
arithmetic implementations.

Index Terms—Computation error analysis, computer arith-
metic, digital signal processing, voltage overscaling (VOS).

I. INTRODUCTION

OLTAGE SCALING is an effective technique to reduce
V the energy consumption in CMOS integrated circuits [1],
[2]. In conventional practice, voltage scaling is lower bounded
by Viad—crit, under which the critical path delay equals the target
clock period. Voltage overscaling (VOS), i.e., overscaling the
supply voltage below Viq—_erit, can result in transient circuit
timing errors, which is generally not allowed in current design
practice. It is well known that there is a large degree of discrep-
ancy between the average-case and the worst-case circuit delay
in practice, particularly in many computer arithmetic functions.
This suggests that, even under an overscaled supply voltage,
computer arithmetic functions may have a relatively low prob-
ability to produce errors in each clock cycle. Intuitively, this
feature may be exploited to enable the use of VOS to reduce
the energy consumption of computational datapath, as demon-
strated in recent works [3]-[6]. In this context, the key issue is
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how to maintain the satisfactory functionality in the presence
of the transient errors incurred by VOS while ensuring that the
overall system energy consumption is reduced. The techniques
proposed in [3] and [4] tackle this issue by using a detect/spec-
ulate-then-recover mechanism, i.e., first, the occurrence of tran-
sient errors is either speculated [3] based on run-time data char-
acteristics or detected [4] using special circuitry, and then, cer-
tain system-level operations are executed to recover the errors.
This type of approach is suitable to applications such as gen-
eral-purpose computing that may tolerate the latency overhead
due to error recovery operations. However, they may not be ap-
plicable to most digital signal processing functions that typically
perform real-time continuous data processing, which makes it
difficult to support such a detect/speculate-then-recover flow.

Particularly targeting digital signal processing systems, the
design methodology proposed in [5] and [6] intends to compen-
sate the signal processing performance degradation incurred by
transient errors instead of trying to recover all the errors. It can
be justified by the fact that, as pointed out in [5] and [6], most
signal processing functions mainly address certain quantitative
high-level performance criteria [e.g., signal-to noise ratio
(SNR)] and that circuit transient errors may not necessarily
make the signal processing performance unacceptable. Tech-
niques for compensating the signal processing performance
degradation incurred by VOS have been developed for linear
filters [5], [7], [8] and fast Fourier transform [9]. Furthermore,
it is not uncommon that signal processing systems are designed
to meet a stringent system performance criterion in order to
handle the worst-case run-time scenario, which may be far more
stringent for average cases. Intuitively, this provides a potential
to directly apply VOS for energy reduction without using any
performance compensation schemes in some circumstances.

In most signal processing systems, various computer arith-
metic functions, particularly addition and multiplication, are
major building blocks and typically constitute the critical paths.
Therefore, the signal processing performance degradation
incurred by VOS heavily depends on the output transient error
characteristics of those computer arithmetic functions in re-
sponse to overscaled supply voltage. All the prior works [5]-[9]
on voltage-overscaled signal processing system design assumed
the use of carry-ripple adder architecture in the realizations of
adders and multipliers. Intuitively, different computer arith-
metic architectures (e.g., carry-ripple adder, carry-select adder,
and carry-lookahead adder) may respond to overscaled supply
voltage differently, leading to different output transient error
characteristics, even though they have the same critical path
delay. This will further result in different signal processing
performance degradation and, hence, different energy saving
potentials in voltage-overscaled signal processing systems.

1063-8210/$26.00 © 2010 IEEE
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Fig. 1. Simulated propagation delay versus supply voltage for a 1-b full adder.

Therefore, computation error characteristic analysis of com-
puter arithmetic units in voltage-overscaled signal processing
systems is an important issue, which nevertheless has not been
addressed in the open literature to the best of our knowledge.

This paper attempts to address this open issue. First, using
adders as a test vehicle, we empirically demonstrate that, to
realize the same computer arithmetic function, different archi-
tectures can indeed possibly result in significantly different
output transient error characteristics. Then, by leveraging
prior works on switching activity estimation, we develop an
analytical method that can estimate the average magnitude
of computation errors of voltage-overscaled computer arith-
metics. Compared with using extensive circuit simulation, this
proposed analysis method can be several orders of magnitude
faster and meanwhile achieve a reasonable accuracy. This
method can be used to effectively analyze the signal processing
performance in the presence of overscaled supply voltage
and facilitate the selection of appropriate computer arithmetic
architectures. Moreover, we carried out case studies on a COor-
dinate Rotation DIgital Computer (CORDIC) processor and an
finite-impulse-response (FIR) filter to further demonstrate the
importance of choosing proper computer arithmetic implemen-
tations. Finally, we note that, for all the experimental studies
presented throughout this paper, we use Synopsys DesignWare
to generate the arithmetic units without any manual optimiza-
tion in order to ensure a reasonably fair comparison among
different arithmetic architectures.

The rest of this paper is organized as follows. Section II uses
16-b adder design as an example to demonstrate that different
architectures can result in significantly different transient error
characteristics. Section III presents our ffproposed analytical
method for estimating average magnitude of transient errors
in voltage-overscaled computer arithmetic units. Section IV
presents the case studies on voltage-overscaled CORDIC pro-
cessor and FIR filter, and conclusions are drawn in Section V.

II. MOTIVATING EXAMPLE

With 16-b adder design as an example, this section shows
that different computer arithmetic architectures may respond to
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Fig. 2. Simulated average error magnitude versus normalized power consump-
tion for the three 16-b adders operating at 800 MHz.
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overscaled supply voltage very differently, leading to largely
different transient error statistical characteristics. In particular,
we considered three adder architectures, including the carry-
ripple adder, the carry-lookahead adder, and the carry-select
adder. We use Synopsys DesignWare to generate these adders
using a TSMC 65-nm CMOS standard cell library without any
manual optimizations. The timing constraint is set to 1.25 ns
(i.e., 800 MHz) at the normal 0.9-V supply voltage, and all
the synthesized adders have the same timing slack. Hence, they
have the same critical voltage Viq—c.it of 0.9 V. Power esti-
mations are performed based on designs with back-end place
and route information. When operating at 0.9 V and 800 MHz,
the carry-ripple adder consumes 0.570 mW, the carry-lookahead
adder consumes 0.508 mW, and the carry-select adder consumes
0.578 mW, where both dynamic power and leakage power are
taken into account. Therefore, in conventional practice, we may
want to choose the carry-lookahead adder. As shown in the fol-
lowing, a different choice may be preferred in the presence of
VOS.

We use the Synopsys composite current source (CCS) model
[10] to perform simulations under VOS. The CCS model is
a complete open-source current-based modeling solution for
timing, noise, and power analysis. Because CCS is current
based, it can enable both temperature and voltage scaling of the
cell behavior and achieve the timing analysis accuracy within
2% of SPICE, which is better than the conventional nonlinear
delay and power models [11]. During the simulation, we set
VOS factor K in the range of 0.8-1 (i.e., supply voltage ranges
between 0.72 and 0.9 V).

First, to evaluate the propagation delay versus supply voltage
characteristic of the TSMC 65-nm standard cell library, we car-
ried out simulations on a 1-b full adder (with a load of an in-
verter with ten times minimum size), as shown in Fig. 1. It shows
that the propagation delay is almost linearly proportional to the
supply voltage. We further carried out simulations on the afore-
mentioned three 16-b adders under different supply voltages
while fixing the frequency as 800 MHz. For each simulation
run, we randomly generated 10° pairs of 16-b input data, where
each bit has equal probability to be 0 or 1 and all the bits are
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Fig. 3. Simulated bit error rate versus normalized power consumption for the
three 16-b adders operating at 800 MHz.

randomly generated independent from each other. Fig. 2 shows
the simulated average error magnitude versus normalized power
consumption, where the average error magnitude is the mean of
the computation error magnitude over all the simulated samples
and the power consumptions are normalized against the highest
power consumption among all the adders under a normal supply
voltage. Fig. 3 shows the simulated average bit error rate (i.e.,
the number of bits that is wrongly computed) versus normalized
power consumption. It shows that, under an overscaled supply
voltage, the carry-ripple adder has the least bit error rate, while
the carry-select adder has the least performance degradation if
we take into account the significance of each output bit. Al-
though all the adders have similar bit error rates (i.e., 0.06-0.14),
they have very different average error magnitudes, as shown in
Fig. 2. Since the performance degradation of signal processing
systems under an overscaled voltage heavily depends on the
computation error magnitude, the aforesaid results suggest that
we should not use mere computation bit error rate as a metric to
select the appropriate arithmetic architecture and that we should
be able to directly estimate the average error magnitude charac-
teristics for each candidate arithmetic architecture.

Fig. 4 further shows the relations between the error occur-
rence probability for each bit and the supply voltage for these
three adders. Bits 0, 15, and 16 correspond to the least signifi-
cant bit (LSB), most significant bit (MSB), and adder carry out,
respectively. It is clear that Fig. 4 can approximately explain the
different average error magnitude versus supply voltage charac-
teristics among the three adders, as shown in Fig. 2. The dif-
ferent error distribution characteristics, as shown in Fig. 4, may
be intuitively explained as follows.

1) In a carry-ripple adder, a more significant bit has longer

worst-case delay and can hence be more subject to errors.
On the other hand, the worst-case-delay paths of a more
significant bit tend to be activated less frequently. Due to
these two somehow conflicting trends, the error occurrence
probabilities of those more significant bits tend to be flat,
as shown in Fig. 4(a).
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Fig. 4. Error occurrence probability of each bit of the three different adders.
(a) Error distributions of the carry-ripple adder. (b) Error distributions of the
carry-lookahead adder. (c) Error distributions of the carry-select adder.

2) A carry-lookahead adder consists of several segments that
form a carry-lookahead chain, and within each segment, a
carry-ripple adder should be used. As a result, the MSBs
within each segment tend to have similar worst-case delay
that are the same or close to the overall carry-lookahead-
adder critical path. Therefore, these MSBs within all the
segments are more subject to errors, as shown in Fig. 4(b).
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3) A carry-select adder also consists of several segments.
However, the two possible addition results of each segment
(corresponding to the two scenarios in which the carry
input to this segment is 0 and 1) are precomputed and are
simply selected by the carry input. Therefore, the less sig-
nificant bits within each segment may be more subject to
errors compared with the more significant bits in the same
segment. Since the adder is generated using DesignWare,
the segment partition information is not readily available.
From Fig. 4(c), we guess that the bits around bit positions
8 and 12 are LSBs within two adjacent segments.

The aforementioned results suggest that, even though the
carry-lookahead adder has the minimum power consumption
under a normal supply voltage, the carry-select adder may be
preferred in voltage-overscaled digital signal processing system
design since the average error magnitude may directly affect
the signal processing performance degradation.

III. ERROR ANALYSIS OF VOLTAGE-OVERSCALED COMPUTER
ARITHMETICS

Since different computer arithmetic implementations may re-
spond to overscaled supply voltage very differently, it is highly
desirable to develop a method that can quantitatively reveal the
transient error characteristics of various computer arithmetic
implementations. Although brute-force circuit simulations can
serve this purpose, it suffers from very high computational com-
plexity, even for small circuits (e.g., a 16-b adder). This makes it
impossible to explore computer arithmetic design space over a
wide range of VOS by relying on circuit simulations and hence
demands analytical techniques that can efficiently estimate the
transient computation error characteristics while maintaining a
reasonable accuracy.

Motivated by the obvious correlation between the circuit
switching activity and transient computation error, this paper
aims to develop computation error analysis techniques by
leveraging prior works on circuit switching activity estimation.
Generally speaking, the objective of switching activity esti-
mation is to estimate the switching probabilities of each gate
in circuits over time, given the switching probabilities of the
input. A variety of switching estimation techniques have been
developed with different accuracy versus efficiency tradeoffs,
e.g., see [12]-[15].

A first glance may suggest that the estimated switching activ-
ities of the computation output bits can be directly used to derive
the transient computation error characteristics in a very straight-
forward manner, which unfortunately turns out to be wrong. For
example, let us consider an 8-b unsigned carry-select adder, as
shown in Fig. 5, where the critical path lies in the carry-select
signal propagation. Suppose that the correct output should be
10000000 at one time, but the output becomes 01110000 be-
cause of a critical path violation due to VOS. Clearly, the output
error magnitude is 24 = 16 (i.e., 10000000 — 01110000 =
00010000). However, if we consider the switching of the output
bits independently, the magnitude of computation error becomes
27 426 4+ 25 4+ 2% = 240 since all the four MSBs switch to erro-
neous values. This example shows that we cannot only rely on
the switching activity estimation of computation output bits to
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Fig. 5. Structure of an 8-b carry-select adder.

derive the computation output error characteristics because of
the correlation among the output-bit switching errors.

Therefore, we must explicitly preserve the correlations
among the computation-output-bit switching errors. It is clear
that such correlations are due to the fact that each internal
signal (or the output of each logic gate) in computer arithmetic
circuits may contribute to more than one computation output
bit. For example, the carry-select signal in the previous ex-
ample directly affects all the four most significant output bits.
Therefore, the correlations among the computation-output-bit
switching errors can be revealed by explicitly observing the
contribution of each internal signal’s switching to the overall
computation output error, which is referred to as the error sig-
nificance of each internal signal. For any internal signal, let W*¢
denote the maximum computation error magnitude incurred by
the switching of this signal. Then, the error significance of this
signal depends on both its W* and switching activity. We call
W€ as the error significance factor of this internal signal. In the
following, we first discuss how to derive the error significance
factor for each internal signal in computer arithmetic circuits
and then present how we may estimate the overall computation
output error magnitude by combining the error significance
factors and switching activities.

A. Error Significance Factor Assignment

The error significance factor associated with each internal
signal in computer arithmetic circuits represents the maximum
computation output error magnitude that is incurred if the
present internal signal cannot propagate to the output bits
in time. For example, let us again consider the 8-b unsigned
carry-select adder, as shown in Fig. 5. As discussed previously,
if a switch on the carry-select signal cannot propagate to the
four MSBs in time, the output error magnitude is 2* = 16.
Hence, we have that the error significance factor of the carry-se-
lect signal is eight. Motivated by this example, we have the
following simple rules to determine the error significance factor
of each internal signal:

1) If an internal signal only contributes to one computation
output bit, then its error significance factor W¢ is assigned
as the weight of the corresponding output bit.

2) If an internal signal contributes to a group of computation
output bits, then its error significance factor W* is assigned
as the minimum one among the weights of the output-bit

group.
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Weight_Assignment (Circuit_Topology)
1 for each output bit from MSB to LSB {

2 trace_back (current signal) {

3 if current signal is a input bit {

4 return (NULL);

5

6 else {

7 for each parent signal of the current signal {
8 set parent signal’s W€ = current signal’s W¢;
9 trace_back (parent signal);

10 }

11 }

12

13 }

Fig. 6. Pseudocode for the error significance factor assignment.

Carry-out

Fig. 7. Example of weight assignment.

In general, the ith computation output bit has a weight of 27,
where ¢ = 0 corresponds to the LSB. Given the computer arith-
metic circuit topology, we can use a simple trace-back procedure
to automatically derive the error significance factor of each in-
ternal signal, where the pseudocode is shown in Fig. 6. The in-
puts of each gate are called parent signals of its output. Starting
from the computation output bit with the highest weight (i.e.,
the MSB), the weight of each output bit simply propagates back-
ward through all the connected gates, and the later propagated
values overwrite the early ones. This is further shown in Fig. 7
for a 3-b adder.

B. Computation Error Magnitude Estimation

Once the error significance factors of all the internal signals in
computer arithmetic circuits are determined, they will be com-
bined with the internal signal switching activity information to
estimate the average computation output error magnitude. De-
note the probability that a signal f; is logic 1 at a particular time
point 7 as P(f; = 1 : t = 7) = P}(7) and the probability that
the signal is logic 0 as P?(7) = 1— P}(7). Each signal has four
possible transitions (i.e., 0—0, 0—1, 1—1, and 1—0) between
two adjacent time points, and we denote the corresponding tran-
sition probabilities as P2°(7), P1(r), P (r), and PO(7).
The objective of switching activity estimation is to accurately
estimate P2°(7), P2 (1), PM(7), and P}°(7) for all the gates
in the circuits at all the discrete time points. The granularity of
the discrete-time-point sequence (i.e., the distance between two
adjacent time points) depends on the requirement of estimation
accuracy and the technology library being used. Readers are re-
ferred to [12]-[15] for existing work on switching activity esti-
mation. In this paper, we mainly use the approach addressed in
[12] and [14] to calculate these transition probabilities.

Under an overscaled supply voltage, the critical path delay of
computer arithmetic circuits will be longer than the target clock

Circuit topology
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Fig. 8. Flowchart of computation output error estimation.

period (denoted as T¢j). Hence, any switching inside the cir-
cuits at time 7,k may potentially result in computation error,
i.e., the average magnitude of the computation output errors in-
curred by the switching of internal signal k at Tty can be esti-
mated as

Ep =W x (PPN (Tew) + PRO(Te)) (1)

where W is the error significance factor of internal signal k.
Assuming that all the switchings of the internal signals at Ty
will independently and additively contribute to the computa-
tion output error, we can estimate the average computation error
magnitude as

E= Z (Wi x (P (Tew) + P°(Te))) @)

kesS

where the set S contains all the internal signals in computer
arithmetic circuits.

We further implemented a software package to realize the
aforementioned computation output error estimation approach,
where Fig. 8 shows the software flowchart. It extracts the cir-
cuit topology from a synthesized gate-level netlist that is further
sorted by topological ordering [16] to facilitate the trace-back
error significance factor assignment procedure presented ear-
lier. The timing information of the circuits is obtained from the
back-annotated stand-delay-format files generated by the Syn-
opsys CCS model under VOS.

For the purpose of evaluation, we apply this proposed ap-
proach to the same three 16-b adders discussed in Section II
(i.e., the carry-ripple adder, the carry-lookahead adder, and the
carry-select adder). Fig. 9 shows the analysis results and the
comparison with the results obtained from very time-consuming
gate-level circuit simulations over 200 000 random input pairs.
Furthermore, we also use Synopsys DesignWare to generate
three 16-input two’s-complement multipliers that use a carry-
ripple adder, a carry-lookahead adder, or a carry-select adder as
the final-stage merge adder, respectively. They are denoted as
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Fig. 9. Estimated and simulated average error magnitudes versus normalized
power consumption for the three 16-b adders operating at 800 MHz.

CR-Multiplier, CL-Multiplier, and CS-Multiplier, respectively.
All the three multipliers have the same timing slack and can
run at 500 MHz under the normal supply voltage of 0.9 V.
Fig. 10 shows the analysis results for these three multipliers
and the comparison with the results obtained from gate-level
circuit simulations over 200 000 random input pairs. We note
that, in both Fig. 9 and Fig. 10, the absolute values of the es-
timated and simulated results are somehow different, which is
at least partially due to the estimation inaccuracy induced by
ignoring those deep correlations, as discussed earlier, but they
reveal the same comparative trends. Since our objective is to
determine which architecture should be selected, it is the com-
parative trends, other than the absolute values, that is the most
important in this context. Fig. 11 shows the corresponding bit
error rate for these three multipliers under an overscaled voltage.
They clearly have different trends compared with the results on
average error magnitude, as shown in Fig. 10.

In general, for m-input IV -bit computation arithmetic circuits,
the computational complexity of exhaustive gate-level simula-
tions is on the order of O(2m'N ), while the computational com-
plexity of this analysis approach is the same as that of switching
activity estimation techniques, which is usually on the order
of O(N)—O(N™). This suggests orders of magnitude speedup
by using the proposed analysis-based approach to estimate the
computation error magnitude. For example, for the 16-b adders
considered earlier, an exhaustive gate-level simulation may take
about 16 h, while the proposed method only takes less than 1
min.

IV. APPLICATIONS TO DIGITAL SIGNAL PROCESSING SYSTEM
DESIGN

This section presents case studies on voltage-overscaled
CORDIC processor and FIR filter to further illustrate the
impact of various arithmetic unit architectures.

A. Case Study on CORDIC Processor

CORDIC processor is widely used in signal processing sys-
tems to calculate hyperbolic, trigonometric, or logarithmic func-
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Fig. 10. Estimated and simulated average error magnitudes versus normalized
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Fig. 11. Biterror rate versus normalized power consumption for the three 16-b
multipliers operating at 500 MHz.

tions without the implementation of multipliers [17]. This work
considers using CORDIC processors to realize vector rotation
[18], i.e., obtain the vector (z s, ys) by rotating a vector (x¢, yo)
with angle §. CORDIC processors realize the vector rotation in
an iterative manner, where the operations during each iteration
are

Tipy =wi —yi-di 27"
Yier =Vi + i -d; - 27"
Ziv1 =2 — d; -tan_1(2_i)

where d; = —1 if z; < 0 (41 otherwise) and zg is the rotation
angle in the binary representation. Fig. 12 shows the structure
of an n-stage pipelined CORDIC processor. In this case study,
we set n = 5 and employ 10-b two’s-complement fractional
number representation for the data.
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We studied the impact of different adder architectures on the
operation of CORDIC processor under VOS. Using Synopsys
DesignWare with the TSMC 65-nm CMOS standard cell library,
we obtained four different flip-flop pipelined implementations
of the CORDIC processor where addition and subtraction
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Fig. 14. Simulated CORDIC processor performance under VOS based on the
Monte Carlo simulation of the entire CORDIC processor.
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Fig. 15. FIR filter frequency response and run-time environment setup.

are realized by a carry-ripple adder, a carry-lookahead adder,
a carry-select adder, and a Brent—Kung (BK) adder, respec-
tively. We denote these four different CORDIC processors as
CR-CORDIC, CL-CORDIC, CS-CORDIC, and BK-CORDIC,
respectively. All these CORDIC processors have the same
critical path of 1.4 ns. The approach developed in Section III is
used to evaluate the performance of CORDIC processors under
overscaled voltages. We assume that all the primary input bits
are statistically independent and have equal probability of being
1 and 0. We first estimate the magnitude of computation errors
at each pipeline stage. Similar to conventional quantization
error analysis [19], we treat these computation errors at each
stage as independent additive error sources, based on which we
obtain the overall computation output average error magnitude
through Monte Carlo simulations with 10 000 random samples.
We assume that the performance of CORDIC processor is
measured by
o2

SNR = 10logy, 07217_;03 3)
where 07 = 27 + y7 is the signal power of error-free rotated
vector (zf,yy) that is calculated by Matlab’s built-in trigono-
metric function, o2 is the variance of errors due to quantization
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Fig. 16. Architecture of MAC (A - B 4 C') with sign-magnitude data input/output.

and limited number of iterations, and af denotes the variance of
computation output errors due to overscaled voltage.

Fig. 13 shows the estimated SNR versus normalized power
consumption under different overscaled voltages. Although the
four different CORDIC processors have the same critical path,
they clearly respond to VOS very differently, and the estimation
results suggest that carry-lookahead and BK adders should be
selected to achieve better power-performance tradeoff. More-
over, as shown in Fig. 13, even if SNR performance is not al-
lowed to be sacrificed, we may still use VOS to reduce the
power consumption by about 25% when either BK-CORDIC
or CL-CORDIC is used. To further testify this conclusion, we
conducted much more time-consuming simulations on the entire
CORDIC processor using these four different arithmetic units,
and Fig. 14 shows the simulated SNR versus normalized power
consumption, which agrees with the aforementioned conclusion
that BK-CORDIC or CL-CORDIC may be preferred. Although
the absolute values of estimations (as shown in Fig. 13) and sim-
ulations (as shown in Fig. 14) are different, both estimations and
simulations reveal the same trends and comparisons among var-
ious design options. Hence, the proposed estimation approach
can well serve the purpose of selecting appropriate computer
arithmetic architecture.

B. Case Study on FIR Filter

The second case study is carried out on a 19-tap low-pass FIR
filter with (0 ~ 0.3) - w/27 passband, as shown in Fig. 15. This
FIR filter intends to extract the desired signal within (0 ~ 0.25)-
w /2 from the interfering signals within (0.35 ~ 1) - w/27
and additive white Gaussian noise (AWGN). Its filtering perfor-
mance is measured in terms of SNR. For the finite word-length
configuration, we use 17-b fixed-point representation for the
filter input/output, filter coefficients, and all the intermediate
data, where the point sits between the MSB and the second
MSB.

This FIR filter has a transposed structure, so it only contains
one type of arithmetic unit, i.e., MAC at each filter tap. For the
design of MAC, as pointed out in prior works [1], [5], using
sign—magnitude input data representation may reduce the dy-
namic power consumption and, more importantly, reduce the
error occurrence on more significant bits of the MAC output
when VOS is being used. Therefore, we use the sign—magni-
tude data representation for the input/output of the MACs, as
shown in Fig. 16. Let mag(-) and sign(-) represent the mag-
nitude and sign of the data, respectively. As shown in Fig. 16,

! ! !
A A A
h;g* B h,7>B hg—{B
MAC MAC MAC

0—lc ouputP{DFMC Ouput>  =HC

Residual LSB Residual LSB

Fig. 17. Structure of the FIR filter.

Output
Residual LSB

the carry-save adder, followed by the merge adder, calculates
mag(A) - mag(B) + mag(C) if sign(A - B) equals sign(C),
or mag(A) - mag(B) — mag(C) otherwise, and the calcula-
tion is realized by internally representing mag(A) - mag(B)
and £mag(C) with two’s-complement format. The output of
the merge adder is D = mag(A) - mag(B) + mag(C) in
two’s-complement representation. To obtain the magnitude of
D, we further XOR its MSB with all the other bits and mean-
while add its MSB to the LSB position. To remove the overhead
incurred by such an extra addition in each MAC, we can delay
it to the final FIR filter output and refer the MSB of D as the
residual LSB output, as shown in Fig. 16. Accordingly, we have
the overall FIR filter structure, as shown in Fig. 17.

Again, the TSMC 65-nm standard cell library is used to
synthesize the FIR filter. We implemented four different MACs
that only differ at the merge adder, where a carry-ripple adder,
a carry-lookahead adder, a carry-select adder, or a BK adder
is used. We denote these four different MACs as CR-MAC,
CL-MAC, CS-MAC, and BK-MAC, respectively. The four
MAC:s have the same critical path of 3.6 ns. We use the same
(3) in the previous to calculate the SNR of the FIR filter, except
that o,, now denotes the variance of AWGN. The power of
AWGN is —38 dB, corresponding to 02 = 1.56 x 10~%. Since
the filtering performance is measured in terms of SNR, the
variance of the MAC output error is used in the calculation.
Fig. 18 shows the estimated SNR versus normalized power
consumption. It suggests that CL-MAC and BK-MAC can
achieve modestly better power-performance tradeoff.

We further carried out extensive simulations on the entire
FIR filter to evaluate the effects when different MACs are used
under VOS. Fig. 19 shows the simulated SNR versus normalized
power consumption, which agrees with the previous conclusion
that CL-MAC or CR-MAC may be preferred. Again, although
the absolute values of estimations and simulations are different,
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Fig. 18. Estimated FIR performance under VOS based on the error estimation
of each MAC.
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Fig. 19. Simulated FIR performance under VOS based on the Monte Carlo
simulation of the entire FIR filter.

they reveal the same trends and comparisons among various de-
sign options.

V. CONCLUSION

This paper addressed the issue of computation error analysis
of computer arithmetic units in voltage-overscaled signal pro-
cessing systems. For the first time, we showed that different
arithmetic unit architectures may respond to VOS very differ-
ently, which would result in different energy saving potentials.
For the search of proper computer arithmetic architecture,
we developed an analytical method that could efficiently es-
timate the computation error statistics of computer arithmetic
units under an overscaled voltage. Moreover, for the purpose of
demonstration, we presented case studies on voltage-overscaled
CORDIC processor and FIR filter. In the future, we will take

efforts on extending our work to support more kinds of errors
and taking technology process variations into account.
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