
IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 20, NO. 9, SEPTEMBER 2012 1705

Estimating Information-Theoretical NAND Flash
Memory Storage Capacity and its Implication to
Memory System Design Space Exploration

Guiqiang Dong, Student Member, IEEE, Yangyang Pan, Student Member, IEEE, Ningde Xie, Chandra Varanasi, and
Tong Zhang, Senior Member, IEEE

Abstract—Today and future NAND flash memory will heavily
rely on system-level fault-tolerance techniques such as error cor-
rection code (ECC) to ensure the overall system storage integrity.
Since ECC demands the storage of coding redundancy and hence
degrades effective cell storage efficiency, it is highly desirable to
use more powerful coding solutions that can maintain the system
storage reliability at less coding redundancy. This has motivated
a growing interest in the industry to search for alternatives to
BCH code being used in today. Regardless to specific ECCs, it
is of great practical importance to know the theoretical limit on
the achievable cell storage efficiency, which motivates this work.
We first develop an approximate NAND flash memory channel
model that explicitly incorporates program/erase (P/E) cycling
effects and cell-to-cell interference, based on which we then de-
velop strategies for estimating the information-theoretical bounds
on cell storage efficiency. We show that it can readily reveal the
tradeoffs among cell storage efficiency, P/E cycling endurance, and
retention limit, which can provide important insights for system
designers. Finally, motivated by the dynamics of P/E cycling effect
revealed by the information-theoretical study, we propose two
memory system design techniques that can improve the average
NAND flash memory programming speed and increase the total
amount of user data that can be stored in NAND flash cell over its
entire lifetime.

Index Terms—Endurance, information theory, interference,
model, NAND flash, retention, storage capacity, tradeoff.

I. INTRODUCTION

A S one of the fastest growing segments in the global semi-
conductor industry, NAND flashmemory has been entering

increasingly diverse real-life applications from consumer elec-
tronics to personal and enterprise computing, due to its steady
bit cost reduction. The continuous bit cost reduction of NAND
flash memory mainly relies on aggressive technology scaling
and use of multi-level per cell (MLC) technique. Most MLC
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NAND flash memories store 2 bits per cell, while 3 and even 4
bits per cell NAND flash memories have been recently reported
[1]–[5]. As technology continues to scale down, it becomes in-
creasingly challenging to ensure NAND flash memory storage
reliability and maintain historical values of important perfor-
mance metrics such as endurance and retention limit. This is
because, at smaller device feature size, NAND flash memory
cells are more severely subject to various device and circuit
level noises such as program/erase (P/E) cycling effects and
cell-to-cell interference, leading to increasingly worse memory
cell storage reliability. This forces designers to use more and
more sophisticated system-level fault-tolerance techniques such
as error correction code (ECC) to embrace the worse reliability
of the underlying memory cells. The use of ECC comes with
the overhead of storing its coding redundancy, leading to re-
duced memory storage efficiency. In this work, we use a metric
called cell storage efficiency, defined as the average number
of real user bits per cell, to represent the memory storage effi-
ciency. For example, if we use a BCH code that requires 28-byte
coding redundancy to protect each 512-byte user data in a 2
bits/cell NAND flash memory, then the cell storage efficiency is

1.90 bits/cell.
Regardless to specific ECC being used, it is of practical im-

portance to know the theoretical limit on the achievable memory
cell storage efficiency. This can be realized by mathematically
modeling NAND flash memory as a communication channel that
can capture the major data distortion noise sources, based on
which we can apply Shannon’s information theory [6] to es-
timate the theoretical cell storage efficiency limit. The major
distortion sources in NAND flash memory have been intensively
studied and modeled by the device research community over
the past two decades, which provide solid foundation for us to
develop such a mathematical flash memory channel model. In
this work, we first develop an approximate NAND flash memory
channel model that explicitly incorporates P/E cycling effects
and cell-to-cell interference, the twomost important cell storage
distortion noise sources. For P/E cycling effects, this model in-
corporates both random telegraph noise (RTN), which widens
the threshold voltage distribution windows, and interface trap
recovery and electron detrapping, which gradually destroy the
stored data and set the data retention limit.
Based upon this mathematical memory channel model, we

investigate how to estimate the information-theoretical limit of
the memory cell storage efficiency. As elaborated later, since
this channel is essentially a channel with memory, it is very dif-
ficult to directly calculate the theoretical capacity (i.e., the the-
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oretical limit of the cell storage efficiency). Therefore, we in-
stead develop strategies to estimate the upper and lower bounds
of the theoretical limit. We also show that it can readily reveal
the theoretical tradeoffs among cell storage efficiency, P/E cy-
cling endurance, and retention limit. By no means we claim this
memory channel model is absolutely accurate, but we believe
that, by explicitly capturing several major memory cell storage
noise sources, this approximate model can serve as a good ve-
hicle to carry out information-theoretical investigation and re-
veal the tradeoffs among important memory system metrics. In
addition, the developed strategies for estimating the upper and
lower information-theoretical bounds of cell storage efficiency
are still applicable even when the channel model is further im-
proved by incorporating some other noise sources.
Moreover, the information-theoretical investigations reveal

the significant impact of the inherent dynamics of P/E cy-
cling. This motivates us to develop two new memory system
design techniques that can exploit such dynamics to improve
certain system performance metrics. The first technique aims
to improve the average NAND flash memory programming
speed. The key is to dynamically tune the instantaneous NAND
flash memory programming speed adaptive to the present P/E
cycling number. The second technique aims to improve the
total amount of user data that can be programmed into NAND
flash memory over its lifetime. The key is to jointly consider
the cell storage efficiency and P/E cycling endurance. We
apply the information-theoretical study to demonstrate the
potential of these two design techniques, and further evaluate
the effectiveness when BCH code is employed.
The reminder of this paper is organized as follows. Section II

reviews the basics of NAND flash memory and presents one
NAND flash channel model. Section III develops strategies for
estimating the information-theoretical bounds of memory cell
storage efficiency. Using hypothetical 2 bits/cell NAND flash
memory as an example, we apply these strategies to derive the
theoretical bounds and show the tradeoffs among cell storage
efficiency, endurance, and retention limit. In Section IV, we
present two design techniques that can improve certain NAND
flash memory system performance metrics. Conclusions are
drawn in Section V.

II. BACKGROUND

A. NAND Flash Memory Basics

Each NAND flash memory cell is a floating gate transistor
whose threshold voltage can be configured (or programmed)
by injecting certain amount of charges into the floating gate.
Before a flash memory cell is programmed, it must be erased
(i.e., remove all the charges from the floating gate, which sets
its threshold voltage to the lowest voltage window). It is well
known that the threshold voltage of erased memory cells tends
to have a wide Gaussian-like distribution [7]. Hence, we can ap-
proximately model the threshold voltage distribution of erased
state as

(1)

where and are the mean and standard deviation of the
erased state.

Regarding memory programming, a tight threshold voltage
control is typically realized by using incremental step pulse pro-
gram (ISPP) [8], [9], i.e., memory cells on the same word-line
are recursively programmed using a program-and-verify ap-
proach with a stair case program word-line voltage . Under
such a program-and-verify strategy, each programmed state
(except the erased state) associates with a verify voltage that is
used in the verify operations and sets the target position of each
programmed state threshold voltage window. Denote the verify
voltage of the target programmed state as , and program step
voltage as . The threshold voltage of the programmed
state tends to have a uniform distribution over
with the width of [10]. Denote and for
the -th programmed state as and . We can model
the ideal threshold voltage distribution of the th programmed
state as

if
else.

(2)

Unfortunately, the above idealmemory cell threshold voltage
distribution can be (significantly) distorted in practice, mainly
due to P/E cycling effect and cell-to-cell interference, which will
be discussed in the remainder of this section.

B. Effects of P/E Cycling

Flash memory P/E cycling causes damage to the tunnel oxide
of floating gate transistors in the form of charge trapping in the
oxide and interface states [11]–[14], which directly results in
threshold voltage shift and fluctuation and hence gradually de-
grades memory device noise margin. Major distortion sources
include the following.
1) Electrons capture and emission events at charge trap sites
near the interface developed over P/E cycling directly re-
sult in memory cell threshold voltage fluctuation, which is
referred to as random telegraph noise (RTN) [10], [15].

2) Interface trap recovery and electron detrapping [16], [17]
gradually reduce memory cell threshold voltage, leading to
the data retention limitation.

RTN causes random fluctuation of memory cell threshold
voltage, where the fluctuation magnitude is subject to exponen-
tial decay. Hence, we can model the probability density function

of RTN-induced threshold voltage fluctuation as a sym-
metric exponential function [10]

(3)

Let denote the P/E cycling number, scales with in an
approximate power-law fashion, i.e., is approximately pro-
portional to .
Interface trap recovery and electron detrapping processes

approximately follow Poisson statistics [14], hence threshold
voltage reduction due to interface trap recovery and elec-
tron detrapping can be approximately modeled as a Gaussian
distribution . Both and scale with in an
approximate power-law fashion, and scale with the retention
time in a logarithmic fashion. Moreover, the significance
of threshold voltage reduction induced by interface trap re-
covery and electron detrapping is also proportional to the
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initial threshold voltage magnitude [18], i.e., the higher the
initial threshold voltage is, the faster the interface trap recovery
and electron detrapping occur and hence the larger threshold
voltage reduction will be.

C. Cell-to-Cell Interference

In NAND flash memory, the threshold voltage shift of one
floating gate transistor can influence the threshold voltage
of its neighboring floating gate transistors through para-
sitic capacitance-coupling effect [19]. This is referred to as
cell-to-cell interference, which has been well recognized as the
one of major noise sources in NAND flash memory [20]–[22].
Threshold voltage shift of a victim cell caused by cell-to-cell
interference can be estimated as [19]

(4)

where represents the threshold voltage shift of one in-
terfering cell which is programmed after the victim cell, and the
coupling ratio is defined as

(5)

where is the parasitic capacitance between the interfering
cell and the victim cell, and is the total capacitance of the
victim cell. Cell-to-cell interference significance is affected by
NAND flash memory bit-line structure. In current design prac-
tice, there are two different bit-line structures, including con-
ventional even/odd bit-line structure [23], [24] and emerging
all-bit-line structure [25], [26]. In even/odd bit-line structure,
memory cells on one word-line are alternatively connected to
even and odd bit-lines and even cells are programmed ahead
of odd cells in the same wordline. Therefore, an even cell is
mainly interfered by five neighboring cells and an odd cell is in-
terfered by only three neighboring cells [27], as shown in Fig. 1.
Therefore, even cells and odd cells experience largely different
amount of cell-to-cell interference. Cells in all-bit-line structure
suffers less cell-to-cell inference than even cells in odd/even
structure, and the all-bit-line structure can effectively support
high-speed current sensing to improve the memory read and
verify speed. Therefore, throughout the remainder of this paper,
we mainly consider NAND flash memory with the all-bit-line
structure. Finally, we note that the design methods presented in
this work are also applicable when odd/even structure is being
used.

D. Equivalent NAND Flash Memory Channel Model

Based on the above discussions, we can approximately model
NAND flash memory device characteristics as shown in Fig. 2,
using which we can simulate memory cell threshold voltage dis-
tribution and hence obtain memory cell raw storage reliability.
Based upon (1) and (2), we can obtain the threshold voltage dis-
tribution function right after ideal programming opera-
tion. Recall that denotes the RTN distribution function

Fig. 1. Illustration of cell-to-cell interference in even/odd structure: even cells
are interfered by two direct neighboring cells on the same wordline and three
neighboring cells on the next wordline, while odd cells are interfered by three
neighboring cells on the next wordline.

[see (3)], and let denote the threshold voltage distribu-
tion after incorporating RTN, which is obtained by convoluting

and , i.e.,

(6)

The cell-to-cell interference is further incorporated based on (4).
To capture inevitable process variability, we set both the vertical
coupling ratio and diagonal coupling ratio as random
variables with bounded Gaussian distribution

if
else

(7)

where and are the mean and standard deviation, and
is chosen to ensure the integration of this bounded Gaussian
distribution equals to 1. In all the simulations in this paper, we
set and .
Let denote the threshold voltage distribution after incor-

porating cell-to-cell interference. Denote the retention noise dis-
tribution as . The final threshold voltage distribution is
obtained as

(8)

The above presented approximate mathematical channel
model for simulating NAND flash memory cell threshold voltage
is further demonstrated using the following example.
1) Example 2.1: Let us consider 2 bits/cell NAND flash

memory. We set normalized and of the erased state as
0.35 and 1.4, respectively. For the three programmed states,
we set the normalized program step voltage as 0.2,
and the normalized verify voltages as 2.6, 3.2, and 3.93,
respectively. For the RTN distribution function , we set
the parameter , where equals to 0.00025.
Regarding to cell-to-cell interference, according to [21], [28],
we set the ratio between the means of and as 0.08 and
0.0048, respectively. For the function to capture trap
recovery and electron detrapping during retention, according
to [14] and [16], we set that scales with and scales
with , and both scale with , where denotes
the memory retention time and is an initial time and can be
set as 1 hour. In addition, as pointed out earlier, both and
also depend on the initial threshold voltage. Hence we set that
both approximately scale , where is the initial
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Fig. 2. Illustration of the approximate NAND flash memory device model to incorporate major threshold voltage distortion sources.

Fig. 3. Simulated results to show the effects of RTN, cell-to-cell interference,
and retention on memory cell threshold voltage distribution after 10K P/E cy-
cling and 10-year retention.

threshold voltage, and and are constants. Therefore, we
have

(9)

where we set , , , and
by fitting the measurement data presented

in [14] and [16]. Accordingly, we carry out Monte Carlo sim-
ulations to obtain the cell threshold voltage distribution at dif-
ferent stages under 10K P/E cycling and with 10-year retention
limit, as shown in Fig. 3. The final threshold voltage distribu-
tions after 100 P/E cycling and 1 month storage and after 10K
P/E cycling and 10 years storage are both shown in Fig. 4. These
results clearly show the dynamic characteristics of NAND flash
memory.

III. INFORMATION-THEORETICAL BOUNDS ON MEMORY CELL
STORAGE EFFICIENCY AND DESIGN TRADEOFF

In this section, based upon the above approximate NAND flash
memory channel model, we are interested in the theoretical
limit of the NAND flash memory cell storage efficiency (i.e.,

Fig. 4. Simulated threshold voltage distribution after 100 P/E cycling and
1-month retention and after 10K P/E cycling and 10-year retention, which
clearly shows the dynamics inherent in NAND flash memory characteristics.

the memory channel capacity), under which error-free storage
can be realized in theory. Because NAND flash memory channel
have different characteristics under different P/E cycling and
retention limit as illustrated in Fig. 4, the information-theoret-
ical memory cell storage efficiency limit varies with P/E cycling
and retention limit. Therefore, we will further investigate the
information-theoretical tradeoffs among cell storage capacity,
P/E cycling endurance, retention limit.
Due to cell-to-cell interference, the NAND flash memory

channel is essentially a communication channel with memory,
for which the exact calculation of channel capacity is in-
tractable. Therefore, instead of deriving the exact channel
capacity, we aim to derive a pair of lower and upper bounds
of this channel capacity. Throughout this paper, we denote
random variables by upper case letters and their particular
realizations by lower case letters , and write the -tuples

and as and , respec-
tively. Assume the input bits are statistically independent and
have equal probability to be 0 and 1. We can formulate the
channel capacity as

(10)

where is the mutual in-
formation between the input sequence and output sequence
, and is the entropy of output sequence , i.e.,

(11)
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Fig. 5. Simplified channel used for calculating an upper bound of the NAND flash memory channel capacity .

and is the conditional entropy, which can be ex-
pressed as

(12)

Due to the cell-to-cell interference, one output is correlated with
many inputs (i.e., the channel is a channel with memory), which
makes it very difficult to directly calculate the conditional en-
tropy. In the following, we discuss the estimation of an upper
and a lower bound of the channel capacity.
First, let us consider the upper bound of the channel capacity.

In this context, we reduce the original memory channel into a
memoryless channel by removing the cell-to-cell interference
component, as shown in Fig. 5. Clearly, each output of this new
reduced channel only depends on its corresponding input. Let

denote the capacity of this new channel, and according to
[6], we have , i.e., is an upper bound of the theo-
retical limit of memory cell storage efficiency. The input and
output of this new reduced channel are denoted as and ,
respectively. Since this new channel is a memoryless channel,
we have , which can be
calculated by numerically estimating the distribution of output
through Monte Carlo simulations.
Next, let us consider the lower bound of the channel capacity.

According to [29], for channel with memory we have

(13)

where is the mutual information between each pair
of input and output. Since all the are independent and
identically-distributed random variables, a lower bound of
can be estimated as , which
is represented as . Nevertheless, this lower bound tends
to be too loose, and we propose the following method to
obtain a tighter lower bound. This is realized by creating an
expanded channel as shown in Fig. 6, which concatenate the
original NAND flash memory channel with a post-compensation
module [27]. The post-compensation module aims to explic-
itly compensate cell-to-cell interference, i.e., if we know the
threshold voltage shift of interfering cells, we can estimate the
corresponding cell-to-cell interference strength according to
(4) and subsequently subtract it from the threshold voltage of
victim cells. According to the data processing theorem [6], the
channel capacity of this new expanded channel cannot be
larger than the original channel capacity . Hence, we can use
as a lower bound of .

Fig. 6. Expanded channel used for calculating a tight lower bound of the
memory channel capacity .

Fig. 7. Comparison of two lower bounds (dashed line) and (solid line)
of .

1) Example 3.1: Let us again consider 2 bits/cell NAND flash
memory and keep all the parameters the same as those in Ex-
ample 2.1 in Section II-D.We carry out extensive simulations to
estimate these bounds of flash memory channel capacity under
various P/E cycling and retention limit. The two lower bounds

and are shown in Fig. 7, which clearly shows that the
lower bound is tighter than . Hence, we only consider
the tighter lower bound in the remainder of this paper. Fig. 8
shows the upper and lower bounds of cell storage efficiency
versus P/E cycling under different retention limit. It clearly
shows that the cell storage capacity monotonically reduce as
the P/E cycling and/or retention limit increases, which can
intuitively be justified. Moreover, the results show that the gap
between the upper and lower bounds monotonically increase
as the retention time increases, which can be explained as
follows. Under a relatively shorter retention time, the threshold
voltage drop induced by trap recovery and electron detrapping
is less, which makes the post-compensation process more accu-
rately compensate the cell-to-cell interference in the expanded
channel as shown in Fig. 6. As the retention time increases, the
post-compensation process will become less effective, leading
to a larger gap between the upper and lower bounds.
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Fig. 8. Upper bounds and lower bounds of cell storage efficiency versus P/E
cycling under different retention limit.

In conventional practice, most 2 bits/cell NAND flash memory
chips are typically specified with a single pair of P/E cycling en-
durance and retention limit, e.g., endurance of 10K P/E cycling
and 10-year retention. However, real-life applications may have
diverse and even dynamically varying expectations on the en-
durance and retention limit. For example, let us consider its ap-
plication in high-end computing. Modern large-scale high-per-
formance computing systems use checkpoint/restart mechanism
to realize system fault tolerance [30], where each server period-
ically take and store a snapshot of the current application state.
If we use NAND flash memory to speed up the storage of check-
points, wemay demandmuch less retention limit (e.g., up to tens
of hours or few days) since the periodic checkpointing interval
tends to be short (e.g., 30 min or 1 hour) and we only need a lim-
ited number of previously stored checkpoints to restart the com-
puting systems in case of failures. For this scenario, it is highly
desirable to trade the retention limit for improving P/E cycling
endurance and hence the NAND flash memory lifetime. Being
able to quantitatively estimate the theoretical bounds on NAND
flash memory cell storage efficiency under different P/E cycling
and retention limit, this work makes it possible to investigate the
tradeoffs among cell storage efficiency, P/E cycling endurance,
and retention limit from an information-theoretical perspective.
This can quantitatively reveal the potential effectiveness when
we trade one metric for the other, and hence provide important
insights for system designers.
Based upon the results obtained in the Example 3.1, Fig. 9

shows the tradeoff between P/E cycling endurance and retention
limit, under different lower bounds of cell storage efficiency.
Under the cell storage efficiency lower bound of 1.90 bits/cell,
the endurance is only about 16K P/E cycling in case of 10-year
retention, and if we can relax the retention limit to 1 year, the
endurance can increase to about 24K P/E cycling, representing
44% improvement. Similarly, if we can further relax the reten-
tion limit to 1 month and 1 day, the endurance increases to about
38K and 77K P/E cycling, representing 127% and 362% im-
provement, respectively. If binary BCH code is being employed
to realize NAND flash memory fault tolerance, where each BCH
codeword protects 4K-byte user data and the target decoding

Fig. 9. Tradeoff between P/E cycling endurance and retention limit based on
results obtained in the Example 3.1 and when using binary BCH code to protect
each 4K-byte user data.

block failure rate is below , we estimate the tradeoffs
among the achievable cell storage efficiency, P/E cycling en-
durance, and retention limit, as shown in Fig. 9. We note that the
post-compensation technique is being used together with BCH
code in order to better compensate the cell-to-cell interference.
The results show that, although the BCH-based solution has a
big gap from the theoretical bounds, they have the same trend on
the tradeoffs. The results also suggest that more powerful signal
processing and coding techniques are highly desirable to close
this gap and approach the theoretical bounds.
Besides trading retention limit for P/E cycling endurance,

we can also investigate the information-theoretical tradeoff be-
tween cell storage efficiency and P/E cycling endurance, given
a fixed retention limit. For example, according to Fig. 8, the P/E
cycling endurance corresponding to the cell storage efficiency
of 1.90 bits/cell is about 16K PE cycles under 10-year retention
limit. If we reduce the cell storage efficiency to 1.80 bits/cell,
the P/E cycling endurance can accordingly improve to about
26K cycles. If we further reduce the cell storage efficiency to
1.70 and 1.6 bits/cell, the P/E cycling endurance can increase to
about 35K and 44K, respectively. It is well known that, given
a specific type of ECC such as BCH and RS codes, in order to
improve the error correction capability, we have to increase the
amount of coding redundancy and hence reduce memory cell
storage efficiency. The above information-theoretical investiga-
tion on the cell storage efficiency versus P/E cycling endurance
can readily reveal the potential of how much we may improve
the NAND flash memory endurance when using stronger error
correction capability.
Similarly, we can investigate the information-theoretical

tradeoff between the retention limit and cell storage efficiency.
Again, based on the results obtained in the Example 3.1, Fig. 10
shows how the achievable retention limit will increase as we
reduce the cell storage efficiency under different P/E cycling
endurance. It shows that, under the P/E cycling endurance of
40K cycles, the 1-day retention limit can enable the realization
of up to 1.96 bits/cell, and as the retention limit increases to
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Fig. 10. Tradeoff between the cell storage efficiency and retention limit based
on results obtained in the Example 3.1.

1 month and 10 years, the allowable cell storage efficiency
drops to 1.89 and 1.64 bits/cell, respectively.
The above examples and discussions show that, under the

information-theoretical framework, the developed channel
model and channel capacity bound estimation methods can
readily reveal the tradeoffs among the three important NAND
flash memory system performance metrics: cell storage effi-
ciency, P/E cycling endurance, and retention limit. Of course,
for its practical use, we have to fine-tune the parameters in this
channel model according to the measurement and characteri-
zation of underlying NAND flash memory technology. Finally,
we emphasize that the main objective of this information-the-
oretical investigation is to reveal important insights for system
designers on optimizing the use of NAND flash memory in
various real-life applications, other than directly deriving the
exact specifications of the end commercial products.

IV. IMPLICATIONS TO MEMORY SYSTEM DESIGN
SPACE EXPLORATION

Besides revealing the fundamental tradeoffs among cell
storage efficiency, P/E cycling endurance, and retention limit
as discussed in the previous section, this information-theo-
retical study can inspire NAND flash memory system design
innovations for improving certain system performance metrics.
In this section, we present two such design techniques that can
improve average NAND flash memory programming speed and
maximize memory cell lifetime storage capacity.

A. Improving NAND Flash Memory Programming Speed

As discussed in Section II-A, NAND flash memory pro-
gramming is carried out recursively by sweeping over the
entire memory cell threshold voltage region with a program
step voltage . As a result, the memory programming
latency is inversely proportional to , and hence we can
improve the memory programming speed by increasing .
However, a larger directly results in a wider threshold
voltage distribution of each programmed state, leading to less
noise margin between adjacent programmed states and hence

worse raw storage reliability. In current design practice,
is fixed and its value is sufficiently small so that the NAND flash
memory can survive the specified P/E cycling endurance and
retention limit values.
The value of is an important parameter in the NAND

flash memory channel model. Under the same P/E cycling and
retention limit, the information-theoretical bounds on memory
cell storage efficiency will be different when different values of

are used. Equivalently, if we fix the memory cell storage
efficiency and retention limit, different values of will en-
able different P/E cycling endurance. Intuitively, a larger
corresponds to a lower P/E cycling endurance. Very straight-
forwardly, such a tradeoff can directly enable the use of dy-
namic tuning in the run time to improve the average NAND
flash memory programming speed throughout the whole lift-
time. Suppose the NAND flash memory can support different
values of , denoted as for . We as-
sume . Given the target cell
storage efficiency and retention limit, NAND flash memory with

can survive up to P/E cycling. Clearly, we have
. Assume the NAND flash

memory must survive P/E cycling, the conventional de-
sign practice tends to fix the program step voltage as
throughout its lifetime. Clearly, we can dynamically tune the
program step voltage so that we use when the present P/E
cycling number falls into . Therefore, the average
NAND flash memory programming latency can approximately
reduce by

(14)

The potential of above presented design approach is further
quantitatively demonstrated by the following example.
1) Example 4.1: Again, let us consider 2 bits/cell NAND flash

memory and keep all the parameters the same as those in Ex-
ample 2.1. We estimate the lower bounds of information-the-
oretical memory cell storage efficiency versus P/E cycling en-
durance under different retention limit and three different values
of normalized program step voltage , including 0.4, 0.3,
and 0.2. The results are shown in Fig. 11. Assume we set the
cell storage efficiency as 1.80 bits/cell, and according to the re-
sults shown in Fig. 11, we can obtain three for each re-
tention limit. Suppose the target retention limit is 1 year, we
have that the three are about 30K, 35K, and 38K, respec-
tively. Therefore, according to (14), we can estimate that the
proposed dynamic program step voltage tuning scheme can re-
duce average memory programming latency by about 44% over
the entire lifetime.
Encouraged by this information-theoretical investigation, we

further evaluate the potential gain when using binary BCH code
in the 2 bits/cell NAND flash memory. The target cell storage ef-
ficiency of 1.80 bits/cell enables us to use a BCH code with the
code rate of 0.9. Assume each BCH codeword protects 4K-byte
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Fig. 11. Lower bounds of cell storage efficiency in case of three different pro-
gram step voltage .

user data and the target decoding block failure rate is below
, we estimate that, when the normalized program step

voltage is 0.4, 0.3, and 0.2, the corresponding P/E cy-
cling endurance is about 5K, 10K, and 13K, respectively. This
leads to about 32.7% of average memory programming latency
reduction.

B. Improving Lifetime Program Capacity

In this section, we are interested in improving the total user
data volume that can be stored (or programmed) in each NAND
flash memory cell over its whole lifetime, which is referred to
as lifetime program capacity. Clearly, the memory cell lifetime
program capacity depends on both cell storage efficiency and
P/E cycling endurance. Recall that the cell storage efficiency
is the number of user bits per cell considering the storage of
coding redundancy, and a larger cell storage efficiency does not
necessarily translate to a larger memory cell lifetime program
capacity, because a larger cell storage efficiency tends to results
in a lower P/E cycling endurance. Therefore, we have to jointly
consider the cell storage efficiency and P/E cycling endurance
in order to truly maximize the memory cell lifetime program
capacity.
In conventional design practice, NAND flash memory uses a

fixed ECC and hence has a fixed cell storage efficiency and P/E
cycling endurance, leading to a fixed lifetime memory program
capacity. Hence, given a specified retention limit, we can apply
the above presented method to derive the tradeoff between cell
storage efficiency and P/E cycling endurance, based on which
we can search for the pair of cell storage efficiency and corre-
sponding P/E cycling endurance within a reasonable range that
can maximize the memory cell lifetime program capacity.
1) Example 4.2: Let us again consider 2 bits/cell NAND flash

memory and keep all parameters the same as those in Example
2.1. We can calculate the information-theoretical cell program
capacity at different cell storage efficiency, as shown in Fig. 12.

Fig. 12. Estimated memory cell lifetime program capacity versus cell storage
efficiency under different retention limit.

The results show that, in order to improve the memory cell life-
time program capacity, we should reduce the cell storage ef-
ficiency. This indicates that we should use stronger ECC with
lower code rate in practice. Furthermore, we investigate the case
when binary BCH code is being used, where we set each BCH
codeword protects 4K-byte user data. The calculated cell life-
time program capacity is shown in Fig. 12, which shows the
same trend as the information-theoretical results.
In the above discussion, we assume the cell storage efficiency

(or ECC code rate) is fixed throughout the memory lifetime. In
practice, if we are able to tune the ECC code rate (and hence cell
storage efficiency), we can leverage the dynamic flash memory
cell characteristics over P/E cycling to further improve the cell
lifetime program capacity, i.e., we can dynamically tune the
ECC code rate according to the present P/E cycling number in
such a way that the overall lifetime cell program capacity can
be maximized. In the early lifetime of NAND flash, the reliability
of flash is relatively high and we can use ECC with higher code
rate. As P/E cycling increases, we gradually reduce the code rate
of ECC to overcome the gradually reduced reliability of NAND
flash. Suppose we can choose the ECC code rate among avail-
able code rates . Under each code rate
, we can estimate the corresponding P/E cycling endurance,

denoted as . Clearly, we have .
In the run time, if the present P/E cycling number falls into

, the NAND flash memory system uses the ECC
code rate of . Using such a dynamic code rate tuning scheme,
we can improve the cell lifetime program capacity by

(15)

where . We can use the results obtained in the above
example to further evaluate the effectiveness of this dynamic
code rate tuning scheme. Assume BCH code is being used and
we can use four different code rates, including 0.95, 0.9, 0.85,
and 0.8, corresponding to the cell storage capacity of 1.90, 1.80,
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Fig. 13. Illustration of dynamically tuning ECC code rate to improve cell life-
time program capacity.

1.70, and 1.60 bits/cell, respectively. As illustrated in Fig. 13,
the corresponding P/E cycling endurance is about 5K, 9K, 12K,
and 15K, respectively.When P/E cycling is lower than 5K, BCH
code with code rate of 0.95 is used; when P/E cycling count is
larger than 5K but lower than 9K, BCH code with 0.90 code rate
is used; when P/E cycling further increases to 12K and 15K, the
code rate of BCH code is further decreased to 0.85 and 0.80,
respectively, to accommodate the degraded reliability of NAND
flash. According to (15), this leads to an 11% improvement of
the memory lifetime program capacity.

V. CONCLUSION

By modeling NAND flash memory as a communication
channel, the paper investigates how to apply information
theory to estimate the theoretical bounds of the memory cell
storage efficiency. This is motivated by the fact that NAND flash
memory will heavily rely on system-level fault-tolerance tech-
niques such as ECC to ensure overall system storage integrity,
and it is highly desirable for these fault-tolerance techniques
to maintain high cell storage efficiency. The developed NAND
flash memory channel model incorporates those major noise
sources including P/E cycling effects and cell-to-cell inter-
ference. Since this channel is a channel with memory, which
makes it intractable to directly calculate the channel capacity,
we instead develop methods to estimate tight upper and lower
bounds through Monte Carlo simulation and numerical calcu-
lation. Using hypothetical 2 bits/cell NAND flash memory as an
example, we carry out extensive simulations to demonstrate the
estimation of the theoretical bounds of cell storage efficiency
and reveal the inherent tradeoffs among cell storage efficiency,
P/E cycling endurance, and retention limit. Moreover, moti-
vated by the results of such an information-theoretical study,
we develop two design techniques that can exploit the dy-
namics of P/E cycling to improve average NAND flash memory
programming speed and increase the total amount of user
data that can be stored in the memory. We expect that such
an information-theoretical framework can be used to reveal
important insights for designers to optimize future NAND flash
memory systems for various real-life applications.
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