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Abstract—In this paper, we propose a simple reduced-complexity
decoding technique called bypass decoding for low-density parity-
check (LDPC)-coded multiple-input–multiple-output (MIMO)
orthogonal frequency-division multiplexing (OFDM) systems. Em-
ploying the bypass decoding technique, the receiver of an LDPC-
coded MIMO-OFDM system decodes a codeword in two steps
based on the log-likelihood ratios (LLRs) of coded bits. The hard
decisions are first made on the coded bits whose LLRs have mag-
nitudes above a certain threshold, and the rest of the coded bits
will next be decoded by using an iterative receiver. We show that,
as long as the threshold is properly selected, the bypass decoding
technique not only delivers considerable complexity reductions
but also maintains a comparable performance in LDPC-coded
MIMO-OFDM transmissions. We also provide a selection rule
for choosing a suitable threshold and show its effectiveness by
simulations.

Index Terms—Broadband wireless communications, low-
density parity-check (LDPC) codes, multiple-input–multiple-
output (MIMO), orthogonal frequency-division multiplexing
(OFDM), sum–product algorithm.

I. INTRODUCTION

R ECENTLY, THERE has been considerable activity to-
ward the definition of next-generation wireless local area

networks (WLANs), which are expected to offer high-speed
Internet services with data rates exceeding 100 Mb/s and
bring WLANs that are on par with wired Ethernet technology.
However, the development of high-speed WLAN systems must
cope with several challenges, such as multipath fading and
interference, as well as limited transmission bandwidth and
power. Recently, it has been demonstrated [1]–[7] that, for the
prescribed bandwidth and power, employing multiple transmit
and receive antennas [multiple-input–multiple-output (MIMO)]
in an orthogonal frequency-division multiplexing (OFDM) sys-
tem can considerably increase the spectral efficiency and the
reliability of wireless transmissions over frequency-selective
channels while minimizing equalization and symbol decoding
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complexity. Therefore, MIMO-OFDM offers a viable signaling
technique in the design of next-generation WLANs.

To further improve the robustness as well as feasibility of
MIMO-OFDM, error-correcting codes such as convolutional
codes (CCs), turbo codes, or low-density parity-check (LDPC)
codes must be carefully selected. Among these choices, the
CC specified in the IEEE 802.11a/g standards was the most
feasible solution for next-generation WLANs by examining
complexity, power consumption, and cost. However, there ex-
ists a considerable power efficiency gap between the CC and
the theoretical capacity limit. Recently, it has been shown in
[8]–[10] that LDPC-coded MIMO-OFDM systems cannot only
bridge the gap but can also provide desirable design flexibility
to trade off performance against complexity. Thus, LDPC has
been recently specified as an option in next-generation WLAN
standards, such as IEEE 802.11n. However, the conventional
iterative receiver consisting of a MIMO soft-input–soft-output
(SISO) demapper (often simply called soft demapper) and an
LDPC decoder suffers from increased complexity compared to
a convolutional (Viterbi) receiver. It is therefore desirable to
design a reduced-complexity receiver for LDPC-coded MIMO-
OFDM systems.

In this paper, we propose a simple decoding technique called
bypass decoding for LDPC-coded MIMO-OFDM systems.1 In
the proposed decoding technique, a codeword is decoded in two
steps based on the log-likelihood ratios (LLRs) of the coded
bits: First, the hard decisions are made on the coded bits whose
LLRs have magnitudes above a certain threshold. Next, the
rest of the coded bits will be decoded by using an iterative
receiver that remains structurally the same as the conventional
receiver but is adaptive to the number and the locations of
coded bits decoded in the first step. Unlike transmissions over
additive white Gaussian noise (AWGN) channels, the LLRs
of an LDPC codeword in a MIMO-OFDM transmission vary
with both the average (long-term) signal-to-noise ratio (SNR)
and the instantaneous SNRs of the underlying subchannels
(subcarriers). Intuitively, a certain fraction of coded bits trans-
mitted through subchannels with high instantaneous SNRs can
be decoded by using hard-decision decoding without incurring
much performance degradation. Since these coded bits will
not pass through the iterative demapping/decoding process,
considerable complexity savings at each demapping/decoding
iteration can be achieved. Theoretically, we have shown that,

1The proposed decoding technique may be used in other communication
systems such as code-division multiple-access systems. However, the use of
OFDM facilitates the selection of the threshold, which is the key parameter in
the bypass decoding algorithm.
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Fig. 1. LDPC-coded MIMO-OFDM system model.

in a SISO-OFDM system, using the binary phase-shift keying
(BPSK) signal, for a relatively large SNR, as the threshold
that is used to make hard decisions for the bits with relatively
high LLRs increases, the probability of hard-decision error in
decibels decreases approximately at a constant rate, whereas
the complexity savings per demapping/decoding iteration in
decibels decrease at a rate that is inversely proportional to
SNR. Hence, it means that, for a relatively large SNR and an
appropriate threshold, the probability of hard-decision error
can drop to a considerably low level, whereas the complexity
savings per iteration still remain significant. In more general
scenarios such as MIMO-OFDM, similar phenomena can be
observed through simulations. On the other hand, we have
empirically shown that the number of iterations in the bypass-
decoding-based iterative receiver remains almost the same as
that in the conventional iterative receiver. These observations
provide a rationale for adopting the bypass decoding technique
for LDPC-coded MIMO-OFDM. Simulation results confirm
that, compared with the conventional decoding approach, this
decoding technique not only delivers a considerable reduction
in decoding complexity but also maintains a comparable per-
formance as long as a threshold is properly selected. We also
provide a selection rule for choosing a suitable threshold and
show its effectiveness by simulations.

The remainder of this paper is organized as follows:
Section II depicts a general model for MIMO-OFDM systems,
and Section III describes the conventional iterative receiver of
LDPC-coded MIMO-OFDM systems. Section IV introduces
the bypass decoding technique. Section V presents a method
for selecting a suitable threshold. Section VI provides sev-

eral simulation examples. Finally, Section VII concludes this
paper.

The notations used in this paper are given as follows: Bold
lower (upper) case letters are used to denote column vectors
(matrices); (·)∗ denotes the conjugate of a complex number;
(·)T represents the transpose of a matrix; [·]ij denotes the
(i, j)th entry of a matrix; [·]j denotes the jth entry of a vector;
and ‖ · ‖ denotes the Frobenius norm of a vector.

II. MIMO-OFDM SYSTEM MODEL

Consider an LDPC-coded MIMO-OFDM system depicted in
Fig. 1, where Nt transmit antennas, Nr receive antennas, and
Nc subcarriers are used. At the transmitter, the LDPC encoder
generates a sequence of codewords, each of which consists of N
coded bits. Every codeword is mapped to a block of constella-
tion symbols with size N/ log2 |As|, i.e., each log2 |As| coded
bit is mapped into a constellation symbol from As, where As

denotes a constellation of size |As|. Subsequently, the block
of constellation symbols, together with the pilot symbols, is
converted into Nt parallel spatial streams. The symbols in
each spatial stream are parsed into Nb OFDM blocks, each
containing Nc symbols. Each OFDM block is modulated by
using an Nc-point inverse fast Fourier transform (FFT) and is
transmitted through the corresponding antenna after a cyclic
prefix (CP) insertion.

The fading channel between the ith transmit antenna and
the jth receive antenna is assumed to be frequency selective

and is described as γji ∆= [γji
1 , . . . , γji

L+1]
T , for j = 1, . . . , Nr

and i = 1, . . . , Nt, where L + 1 denotes the number of the
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time-domain channel taps, and each γji
l is modeled as a zero-

mean complex Gaussian random variable. We assume that
1) each γji

l is independent of the different (i, j) pairs and
is also independent of the different paths for the same (i, j)
pair; 2) the average energy of γji is assumed to be unity, i.e.,
E(‖γji‖2) = 1, for all i, j; 3) the γji

l remains invariant over
a frame consisting of Nb OFDM blocks and change inde-
pendently from frame to frame; and 4) perfect channel state
information is available at the receiver but not at the transmitter.

At the receiver, after the removal of CP, each block at the
output of each receive antenna is demodulated by using an
Nc-point FFT. In particular, on the kth subcarrier, the signals
yj

k,p of the pth OFDM block at the jth receive antenna can be

expressed as yj
k,p =

∑Nt

i=1 αji
k si

k,p + wj
k,p, for k = 1, . . . , Nc

and p = 1, . . . , Nb, where si
k,p is the transmitted signal; wj

k,p

denotes the AWGN with mean zero and variance σ2, i.e.,
wj

k,p ∼ CN (0, σ2); and αji
k is the frequency domain represen-

tation of the channel γji from the ith transmitter to the jth
receiver at the kth subcarrier. The αji

k can be expressed as αji
k =∑L+1

l=1 γji
l exp(−2π

√
−1(l − 1)(k − 1)/Nc). Assumptions 1

and 2 imply that αji
k ∼ CN (0, 1), and αji

k is independent of the
different (j, i) pairs. We define an Nr × Nt channel matrix Ak

such that [Ak]ji
∆= αji

k . At the kth subcarrier, after collecting
the received signals from all Nr receive antennas at one symbol
instant, we have

yk,p = Aksk,p + wk,p (1)

where yk,p is an Nr × 1 received signal vector with [yk,p]j
∆=

yj
k,p, sk,p is an Nt × 1 transmitted signal vector with [sk,p]j

∆=

sj
k,p, and wk,p is an Nr × 1 noise vector with [wk,p]j

∆= wj
k,p.

With no loss of generality, we assume that codeword length N
is equal to the number of coded bits within a frame, i.e., N =
NtNbNd log2 |As|, with Nd denoting the number of subcarriers
used for transmitting data.

III. CONVENTIONAL ITERATIVE RECEIVER

Maximum likelihood decoding based on exhaustive search
has complexity that is exponential in codeword length N and
thus is practically infeasible even for a moderate N . In contrast,
the iterative demapping and decoding strategy for MIMO-
OFDM can achieve superior performance with much-reduced
complexity, therefore receiving much attention [9], [10]. A con-
ventional iterative receiver in an LDPC-coded MIMO-OFDM
system consists of two modules (a soft demapper, and an
LDPC decoder), which iteratively exchange extrinsic informa-
tion to improve the system performance. Two types of the
iteration processes occur in the receiver: the outer and inner
iterations. The outer iteration denotes the iteration between
the soft demapper and the LDPC decoder, and the inner one
is the iteration within the LDPC decoder. The structure of
the conventional iterative receiver can be briefly described as
follows: (See [5], [9], and [11] for detailed exposition.)

Consider an LDPC codeword c with length N . According
to the mapping between coded bits and constellation sym-

bols, it can be rewritten as c = [c1,1, . . . , cNd,Nb
], where the

Nt log2 |As| × 1 vector ck,p denotes the coded bits mapped
into constellation symbols in sk,p. Without loss of generality,
we consider coded bits cl, l = 1, . . . , Nt log2 |As| in ck,p for
some k and p. Let M(·) denote the image of such a map, i.e.,
M(cl) ∈ sk,p. Evidently, the mapping and demapping of such
coded bits cl should be conducted at a particular kth subcarrier
and pth symbol interval. However, for notational simplicity, we
drop the subscripts k and p from yk,p, sk,p, and wk,p, as well
as the subscript k from Ak, and rewrite (1) as y = As + w.
We represent a logical one by + 1 and a logical zero by − 1. As
shown in [5], [9], and [11], the LLR of the cl output from the
soft demapper is given by

L(cl|y)

∆= ln
P (cl = +1|y)
P (cl = −1|y)

= LA(cl)

+ ln

∑
s∈S+

l
exp

[
−‖y−As‖2

σ2 +
∑

j �=l
cj

2 LA(cj)
]

∑
s∈S−

l
exp

[
−‖y−As‖2

σ2 +
∑

j �=l
cj

2 LA(cj)
]

︸ ︷︷ ︸
LE(cl)

(2)

where S+
l

∆={s : M(cl =+1)∈s},S−
l

∆={s :M(cl =−1)∈s},

LA(cl)
∆= ln P (cl = 1) − ln P (cl = −1) denotes the extrinsic

information generated from the LDPC decoder and is equal to
zero at the initial outer iteration, and LE(cl) denotes the ex-
trinsic information computed by the soft demapper and serves
as initial inputs for the inner iterative process. In each outer
iteration, the soft demapper and the LDPC decoder exchange
their extrinsic information. In particular, at the initial outer
iteration, the LLR of bit cl L1(cl|y) is given by

L1(cl|y) = ln
∑

s∈S+
l

e−
‖y−As‖2

σ2 − ln
∑

s∈S−
l

e−
‖y−As‖2

σ2 . (3)

Using the max-log approximation [11], we can write (3) as

L1(cl|y) ≈ min
s∈S−

l

‖y − As‖2 min
s∈S+

l

‖y − As‖2. (4)

The complexity of the iterative receiver consists of contri-
butions from the soft demapper and the LDPC decoder. The
maximum a posteriori (MAP) soft mapper based on exhaustive
search has a complexity exponential in Nt and |As| and, thus,
is not feasible in practice when either Nt or |As| is large.
Extending the idea of sphere decoding (SD), Hochwald and
ten Brink [11] proposed a new soft demapper that computes
approximate soft information needed for the LDPC decoder
with much reduced complexity. Thus, in this paper, we will
mainly focus on reducing the complexity of the LDPC de-
coder at the algorithmic level. Among a variety of algorithms
proposed for the LDPC decoder, the sum–product algorithm
(SPA) attracts most attention due to its ability to attain desirable
performance–complexity tradeoffs. As illustrated in Fig. 2,
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Fig. 2. Bipartite graph representation of an LDPC code.

an LDPC code can be well represented by a bipartite graph
according to its parity-check matrix [12]. The top nodes of the
graph are the check nodes corresponding to the parity-check
equations or the rows of the parity-check matrix, whereas the
bottom nodes of the graph are the variable nodes corresponding
to the bits in a codeword or the columns of the parity-check
matrix. In the SPA decoding, extrinsic information is exchanged
along the edges between the variable nodes and check nodes in
the graph (see [12] for details).

In the context of this paper, we name the conventional
receiver based on the SPA as the full SPA-based receiver. It
should be noted that the decoding complexity of an LDPC
decoder depends on codeword length N , the density of the
LDPC matrix H , and the number of iterations used by the
decoder. For example, the decoding complexity linearly grows
with N for regular LDPC codes [12].

IV. BYPASSED DECODING TECHNIQUE

A. Motivation

As mentioned earlier, |L1(cl|y)| is a random variable that
fluctuates with both the average SNR and instantaneous SNRs
of the underlying subchannels. When a coded bit is transmitted
over a subchannel with a high instantaneous SNR, a hard
decision based on its LLR can be made without incurring much
performance degradation. In other words, depending on the
average and instantaneous SNRs, certain coded bits can bypass
the iterative demapping/decoding process, which involves most
of the receiver complexity. Based on this idea, we propose
the following reduced-complexity receiver for an LDPC-coded
MIMO-OFDM system.

B. Two-Step Decoding

In a bypass-decoding-based iterative receiver, a codeword is
decoded in two steps.
S1) Hard-decision decoding step: At the first outer iteration,

the outputs from the soft demapper first pass through
a hard-decision device based on the following decision
rules:

H0 : cl = + 1, if L1(cl|y) ≥ +Lt (5)

H1 : cl = − 1, if L1(cl|y) ≤ −Lt (6)

where Lt denotes a threshold—a single parameter to tune
tradeoffs between performance and decoding complex-
ity. The selection of Lt will be discussed in the next
section.

S2) Iterative decoding using SPA: After S1, certain coded bits
whose L1(cl|y) are between −Lt and Lt still need to
be decoded. Obviously, because some coded bits from

codeword c have been decoded in S1, we need to modify
the LDPC decoder to decode the rest of the coded bits.
The issue of how to modify the LDPC decoder will be
addressed next. The extrinsic information LA(cl) gen-
erated from the LDPC decoder will be fed back to the
demapper to update LE(cl). Clearly, it leaves options for
us to determine whether the LLRs of coded bits decoded
in S1 need to be re-updated at the demapper. From the
complexity perspective, we will not update the LLRs of
the coded bits, which have been decoded in S1 at each
outer iteration. In other words, only the coded bits whose
L1(cl|y) are between −Lt and Lt will experience the
iterative demapping/decoding process. By doing so, the
complexity of the soft demapper is also reduced when
the number of outer iterations is greater than one.

C. Modification of the LDPC Decoder

Based on the decision rules (5) and (6), the hard decisions
are made on certain bits of a codeword. The locations and the
number of these bits decoded in S1 vary according to the change
of the average SNR and the instantaneous SNR. Hence, the
LDPC decoder needs to be adaptive to the change. Suppose that
a codeword c needs to be decoded. Let H be its LDPC matrix,
and let I denote a set containing the indices of the coded bits,
which have been decoded in S1. We modify the LDPC decoder
in two steps.

M1) Construct a matrix H̃ by removing the columns, whose
column indices are in I, from H .

M2) Create a new column h by summing (binary addition) the
columns whose indices belong to I1, which is a subset of
I consisting of the indices of the coded bits whose value
is +1. Concatenate h with H̃ to form a new LDPC matrix
denoted by Ĥ , i.e., Ĥ = [H̃ h]. This step is used to
ensure that all parity-check equations are valid after the
removal of the columns in step M1.

At the initial iteration, the LLRs of the undecoded bits from S1,
together with the LLR (preset to be positive infinity) of an extra
bit corresponding to column h, are input to the modified LDPC
decoder. Based on Ĥ , the modified LDPC decoder generates
the extrinsic information of these bits, which is subsequently
fed back to the soft demapper to proceed with the iterative
process. Notice that h can be a dense column, i.e., the number
of the edges, which connect the bit node corresponding to h
with the check nodes in a bipartite graph [12], can be large.
However, the messages along these edges do not need to be
updated, because we assume that the hard-decision step is
reliable.
Example 1: Consider the (7, 4) binary Hamming code with

the following parity-check matrix:

H =


0 0 1 0 1 1 1

0 1 0 1 1 1 0
1 0 0 1 0 1 1


 → Ĥ =


 0 1 1 1

1 1 0 0
0 0 1 1


 .

(7)

Assume that I1 = {1, 3} and I = {1, 3, 4, 6} that includes
indices corresponding to the boldface columns of H . H̃ can
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be obtained by removing these boldface columns from H . The
column vector h is the sum of the first and third columns of H ,
i.e., h=[1 0 1]T . We then obtain the modified parity matrix Ĥ ,
as shown in (7). The LLR of the bit corresponding to h is set
to be positive infinity. At the first outer iteration, the LLRs
corresponding to the columns of Ĥ serve as the initial inputs
to the modified LDPC decoder.

D. Implementation Considerations for the
Bypass LDPC Decoder

As previously described, the bypass decoding technique re-
quires updating the modified parity-check matrix Ĥ according
to each received codeword. From a hardware implementation
perspective, a single very large scale integration (VLSI) archi-
tecture for the LDPC decoder corresponding to the parity-check
matrix H is possibly essential. To be able to update the LDPC
decoder, one may need to add an extra control unit at each
variable node of H . These control units are used to switch on
or switch off variable nodes, depending on whether the input
LLRs at these nodes fall in the range of [−Lt,+Lt]. This way
of implementation is functionally equivalent to reprogramming
or reconfiguring the LDPC decoder. Recently, it has been shown
in [13]–[15] that a new technology using chaotic circuits is
able to realize runtime reconfiguration of large-scale integrated
circuits. With this development, the LDPC decoder can be
potentially reconfigured at runtime; thus, the benefits of the
bypass decoding technique can be achieved at the hardware
implementation level.

V. SELECTION OF A SUITABLE THRESHOLD

In principle, the choice of Lt will be affected by two factors:
1) the acceptable probability of hard-decision error in S1 and
2) the affordable decoding complexity in S2. The decoding
complexity in S2 depends on the average decoding codeword
length (the average number of the bits in a codeword is decoded
in S2) and the convergence behavior of the modified LDPC
decoder. Intuitively, the larger the Lt, the lower the probability
of hard-decision error in S1, the longer the average decoding
codeword length, and the faster the convergence of the mod-
ified LDPC decoder. Our selection criteria is to choose such
a threshold Lt in which the bypass decoding technique will
offer a comparable performance to the conventional approach
at a reduced complexity. Aiming at that objective, we will first
examine the tradeoff between the probability of hard-decision
error in step S1 and the decoding complexity in step S2.

A. Hard-Decision Error Rate versus Complexity
Savings per Iteration

Let P (H0) and P (H1) be the prior probabilities of the
respective hypotheses in (5) and (6). Assuming that P (H0) =
P (H1), the average probability of hard-decision error of bit cl

can be written as

Ph(e) ∆=
1
2

[
P

(
L1(cl|y)≤−Lt|H0

)
+P

(
L1(cl|y)≥Lt|H1

)]
.

(8)

On the other hand, we introduce the average complexity
saving per iteration as follows:

Cs
∆=

1
2

[
P

(
|L1(cl|y)|≥Lt|H0

)
+P

(
|L1(cl|y)|≥Lt|H1

)]
.

(9)

It is obvious that Cs is closely related to the normalized average

decoding codeword length as Cr
∆= Na/N = 1 − Cs, where

Na is the average decoding codeword length in S2.
Evidently, as Lt increases, Ph(e) and Cs both decrease. To

quantitatively understand the convergence properties of these
parameters, we start with investigating a simple case where a
SISO-OFDM system with BPSK signals is considered.
1) Special Case: In a SISO-OFDM system using BPSK

signals, the input–output relationship at each subcarrier can
be rewritten as y = αs + w, where α ∼ CN (0, 1), w ∼
CN (0, σ2), and s is a BPSK signal. Considering s as the image
of a coded bit c, i.e., M(c) = s, the LLR of bit c at the first
outer iteration is given by

L1(c|y) = ln
P (c = +1|y)
P (c = −1|y)

=
2(αy∗ + α∗y)

σ2

=
2
σ2

(
2|α|2s + αw∗ + α∗w

)
. (10)

Assume that s = −1 is transmitted. Notice that L1(c|y) is
a random variable depending on both α and w, and when

conditioned on γ
∆= |α|2/σ2, L1(c|y) is a real Gaussian ran-

dom variable with a mean of −4γ and a variance of 8γ,
i.e., N (−4γ, 8γ). Furthermore, γ is an exponential random
variable whose probability density function (pdf) is given by
[16, Tab. II]

pγ(γ) ∆=
1

SNR
exp

(
− γ

SNR

)
= σ2 exp(−σ2γ), γ ≥ 0

where the average SNR denoted by SNR is equal to 1/σ2. In
addition, it can be easily verified that P (L1(c|y) ≤ −Lt|H0) =
P (L1(c|y) ≥ Lt|H1). Thus, according to (8), the average prob-
ability of hard-decision error in S1 can be expressed as

Ph(e) =P
(
L1(cl|y) ≥ Lt|H1

)
=σ2

∞∫
0

Q
(
aγ− 1

2 + bγ
1
2

)
e−σ2γdγ (11)

where a
∆= Lt/

√
8, b

∆=
√

2, and Q(·) is the complementary

Gaussian cumulative distribution function defined as Q(x) ∆=
(2π)−1/2

∫ ∞
x e−t2/2dt.

Similarly, we can obtain the average complexity saving per
iteration in S2 (9) as follows:

Cs =σ2

∞∫
0

[
Q

(
aγ− 1

2 +bγ
1
2

)
+Q

(
aγ− 1

2 −bγ
1
2

)]
e−σ2γdγ.

(12)

To characterize the convergence behavior of Ph(e) and Cs,
we introduce the so-called decreasing rate of these parameters.
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Fig. 3. Hard-decision error rate in S1 versus threshold Lt for SISO-OFDM
with BPSK.

Definition 1: The decreasing rates of Ph(e) and Cs are
defined as

Re
∆= lim

Lt→∞
Ph(e)Ph(e)[in decibels]/Lt and

Rs
∆= lim

Lt→∞
Cs[in decibels]/Lt.

Basically, the decreasing rate can be used to describe how
fast these two parameters decrease with Lt. Graphically, for
large values of Lt, Re and Rs are approximately equal to the
slopes of the Ph(e)[in decibels] versus Lt and Cs[in decibels]
versus Lt curves, respectively. In the following propositions,
we present the results on the decreasing rates of Ph(e) and Cs

(see Appendices A and B, respectively, for the proofs).
Proposition 1: The decreasing rate of the probability of

hard-decision error in S1 is given by

Re = lim
Lt→∞

Ph(e)[in decibels]/Lt

= − 10(ln 10)−1 − 2.5(ln 10)−1SNR−1 − o(SNR−1) (13)

where o(SNR−1) is an infinitesimal of higher order than SNR−1,
i.e., limSNR→∞ SNR o(SNR−1) = 0.
Proposition 2: The decreasing rate of the average complex-

ity saving per iteration in S2 is

Rs = lim
Lt→∞

Cs[in decibels]/Lt

= − 2.5(ln 10)−1SNR−1 − o(SNR−1) (14)

where o(SNR−1) is the same as that defined in Proposition 1.
According to (13), Ph(e) in decibels (log scale) decreases at

an almost constant rate 10(ln 10)−1 for relatively large SNRs.
Fig. 3 shows that the slopes of the curves for SNR = 10, 12, 14,
and 16 dB remain a constant, which is approximately equal
to 10(ln 10)−1 ≈ 4.34. Because SNR ≥ 10 dB, the value of
2.5(ln 10)−1SNR−1 + o(SNR−1) is negligible compared with
10(ln 10)−1. On the other hand, (14) shows that, for relatively
large SNRs, Cs in decibels approximately decreases in inverse
proportion to SNR. Simulation results shown in Fig. 4 also
validate this theoretical finding. The implication of these two

Fig. 4. Average complexity saving Cs per iteration in step S2 versus
threshold Lt for SISO-OFDM with BPSK.

propositions is that, for a relatively large Lt, as SNR increases,
Ph(e) becomes very small, whereas Cs remains significant.

In practice, the frame error rate (FER) serves as the major
performance benchmark. We further assume that the bypass
decoding will not increase the FER when the hard decisions in
S1 are correct and the number of iterations is sufficiently large.
Thus, the FER of the bypass-decoding-based receiver denoted
by FERbypass can be upper bounded by FERbypass ≤ FERfull +
N × Ph(e), where FERfull denotes the FER of the full SPA
receiver using only one outer iteration. For a relatively large
Lt, N × Ph(e) can be used to approximate the FER incurred
by hard-decision step S1. To measure the FER performance
degradation due to hard-decision step S1, we introduce FER
degradation factor Fd as follows:

Fd
∆= (FERfull + N × Ph(e)) /FERfull [in decibels]. (15)

For convenience of illustration, we define Fd in decibels.
Clearly, Fd serves as an upper bound of the ratio FERbypass/
FERFull in decibels.

Fig. 5 shows Fd versus Cs curves for different SNRs. It can be
observed from Fig. 5 that the larger the SNR, the larger the com-
plexity saving per iteration that can be obtained with the same
Fd. In other words, the higher the SNR, the better the
performance–complexity tradeoff. Depending on the applica-
tions, we can select an appropriate Lt. Empirically, we found
that, when Fd is about 1 dB, the performance degradation is
negligible, whereas the complexity saving can remain signifi-
cant in this case.
2) General Cases: In MIMO-OFDM or SISO-OFDM us-

ing more general constellations, evaluating the exact pdf of
L1(cl|y) in (2) appears mathematically intractable. We next
rewrite the max-log approximation of L1(cl|y) in (4) as

L1(cl|y) ≈ L̃1(cl|y)

∆=
1
σ2

(
min
s∈S−

l

‖Ad− + w‖2 − min
s∈S+

l

‖Ad+ + w‖2

)
(16)

where d− ∆= s̄ − s for s ∈ S−
l , and d+ ∆= s̄ − s for s ∈ S+

l ,
with s̄ denoting the actually transmitted signal. Owing to the
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Fig. 5. FER degradation factor Fd versus average complexity savings Cs per
iteration for SISO-OFDM with BPSK.

facts that the entries of A and w are independent identically dis-
tributed Gaussian random variables as well as A and w are in-
dependent, the entries of Ad+ + w and Ad− + w are complex
Gaussian random variables with mean zero and respective vari-
ances σ2 + ‖d+‖2 and σ2 + ‖d−‖2. Thus, both ‖Ad+ + w‖2

and ‖Ad− + w‖2 are Gamma distributed with shape parame-
ter Nr and respective scale parameters σ2 + ‖d+‖2 and
σ2 + ‖d−‖2, i.e., ‖Ad+ + w‖2 ∼ G(Nr, σ

2 + ‖d+‖2) and
‖Ad− + w‖2 ∼ G(Nr, σ

2 + ‖d−‖2). Before presenting a
guideline on the selection of Lt, we first present the follow-
ing proposition to provide a rationale for us to approximate
L̃1(cl|y) (see Appendix C for the proof).
Proposition 3: Under H1 (cl = −1 is transmitted)

lim
λd→∞

P

(
‖w‖2 = min

s∈S−
l

‖Ad− + w‖2

)
= 1

where λd
∆= d2

min/σ2, with dmin denoting the minimum dis-
tance between two constellation points.

Notice that λd is closely related to SNR defined as NtEs/σ2

in the context of this paper, where Es denotes the average sym-
bol energy of As. For example, if an M -ary square quadrature
amplitude modulation (QAM) is used, Es can be expressed in
terms of dmin as Es =(M−1)d2

min/6. Thus, Proposition 3 im-
plies that, if we replace L̃1(cl|y), which is given by (16), with(

‖w‖2 − min
s∈S+

l

‖Ad+ + w‖2

)
/σ2 (17)

the replacement does not lead to an error with high probability
for a sufficiently large SNR. Hence, relying on the fact that

P

(
‖w‖2 − min

s∈S+
l

‖Ad+ + w‖2 ≥ Ltσ
2|H1

)

= P

(
min
s∈S−

l

‖Ad− + w‖2 − ‖w‖2 ≤ −Ltσ
2|H0

)

we can approximate Ph(e) in (8) as

Ph(e)≈ P̃h(e) ∆=P

(
‖w‖2−min

s∈S+
l

‖Ad++w‖2≥Ltσ
2|H1

)
.

However, it is still difficult to evaluate P̃h(e), even at high
SNR, because the evaluation involves computing the pdf of the
order statistics of dependent random variables. Alternatively,
we find a useful lower bound for P̃h(e) in the following
proposition.

Proposition 4: Let V be a random variable defined as V
∆=

X1 − X2, where X1
∆= ‖w‖2, and X2

∆= ‖Adm + w‖2, with

dm
∆= [0, . . . , 0, dmin]T . Given threshold Lt, P̃h(e) can be

lower bounded by

P low
h (e) ∆=

∞∫
Ltσ2

pV (v)dv ≤ P̃h(e) (18)

where pV (v) denotes the pdf of random variable V .
Proof: Notice that X1 ∼ G(Nr, σ

2) and X2 ∼
G(Nr, σ

2 + d2
min). By some straightforward computations,

we obtain cov(X1,X2) = Nrσ
4, var(X1) = Nrσ

4, and
var(X2) = Nr(σ2 + d2

min)2, where cov(·) denotes the covari-
ance function, and var(·) denotes the variance of a random vari-
able. Hence, we can readily obtain the correlation coefficient ρ

between X1 and X2 as ρ = σ2(σ2 + d2
min)−1. Because La

∆=
(‖w‖2 − ‖Adm + w‖2 )/σ2 ≤ (‖w‖2 − mins∈S+

l
‖Ad+ +

w‖2)/σ2, with dm = [0, . . . , 0, dmin]T , we have

P (La ≥ Lt|H1) ≤ P̃h(e). (19)

Notice that V = Laσ2 = X1 − X2 is the difference of two
correlated Gamma random variables. P (La ≥ Lt|H1) can be
written as

P low
h (e) ∆= P (La ≥ Lt|H1) =

∞∫
Ltσ2

pV (v)dv ≤ P̃h(e) (20)

where pV (v) is given in (39). Hence, (20) concludes the proof.
Strictly speaking, (18) is a lower bound of P̃h(e), but it may

not necessarily be a lower bound for Ph(e), because P̃h(e) is
only an approximation of Ph(e). However, at high SNR, the
approximation becomes quite accurate; thus, P low

h (e) in (18)
can be used to serve as an approximation of Ph(e) without
incurring much error. In addition, although it is difficult to
theoretically argue the accuracy of the approximation of (18),
the simulation examples shown in Section VI demonstrate that
(18) closely approximates Ph(e), which can be used to select
Lt for many cases of practical interests. Therefore, for MIMO-
OFDM or SISO-OFDM using more general constellations, we
adopt (18) to obtain an approximation of the FER degradation
factor (15) as

F appx
d =

(
FERfull + N × P low

h (e)
)
/FERfull [in decibels]

(21)
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Fig. 6. Hard-decision error rate in S1 versus threshold Lt for Nt = Nr = 2
with 64-QAM.

Fig. 7. Average complexity saving Cs per iteration in step S2 versus
threshold Lt for Nt = Nr = 2 with 64-QAM.

where P low
h (e) in (20) can be obtained by using the Mathemat-

ica or Maple software.
In MIMO-OFDM or SISO-OFDM with more general con-

stellations, the theoretical analysis of the convergence proper-
ties of Ph(e) and Cs does not appear mathematically tractable.
Empirically, we observed that, for relatively high SNR, Cs

decreases at a rate inversely proportional to SNR, whereas Ph(e)
decreases at a constant rate that is considerably larger than the
decreasing rate of Cs.
Example 2: Figs. 6 and 7 depict the convergence behavior of

Ph(e) and Cs as Lt increases for Nt = Nr = 2 with 64-QAM.
Analogous to SISO-OFDM with BPSK signals, the decreasing
rate of Ph(e) remains as a constant for different SNRs, whereas
the decreasing rate of Cs is inversely proportional to SNR. At
SNR = 26 dB, F appx

d is approximately 1 dB according to (21).

B. Selection Rule

Based on preceding discussions, we select Lt according to
the three steps shown in Fig. 8.

Fig. 8. Selection procedure of the threshold Lt.

Fig. 9. Percentage of the codewords that are decoded by using different num-
bers of iterations in the full SPA-based and bypass-decoding-based receivers.

Regarding this threshold selection procedure, we have two
remarks.

Remark 1) The FER of the full SPA-based receiver is ob-
tained through Monte Carlo simulations.

Remark 2) Bear in mind that our design objective is to en-
able the bypass-decoding-based receiver to per-
form similarly as the full SPA-based receiver.
Empirically, we found that, with Fd or F appx

d

about 1 dB, the bypass-decoding-based receiver
can achieve considerable complexity savings
with a small performance degradation.

C. The Numbers of Inner and Outer Iterations

Certainly, the number of inner iterations denoted by nI and
the number of outer iterations denoted by nO are two other
parameters that indicate the decoding complexity. The choice
of the Lt has an impact on the convergence of the iterative
receiver, which can be characterized by using nI and nO.
Empirically, we observe that, with high probability, the bypass-
decoding-based receiver takes exactly the same nI and nO to
decode a codeword as the conventional receiver when we follow
the aforementioned selection rule to choose Lt. To illustrate
this, we provide the following simulation example.
Example 3: In Fig. 9 and Tables I–III, we use the bypass-

decoding-based receiver and the full SPA receiver to decode
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TABLE I
AVERAGE NUMBER OF INNER AND OUTER ITERATIONS (Nt = Nr = 2 WITH 64-QAM, A CODE RATE OF 3/4, Lt = 10, AND nI

max = 25)

TABLE II
AVERAGE NUMBER OF INNER AND OUTER ITERATIONS (Nt = Nr = 3 WITH 16-QAM, A CODE RATE OF 1/2, Lt = 10, AND nI

max = 15)

TABLE III
AVERAGE NUMBER OF INNER AND OUTER ITERATIONS (Nt = Nr = 4 WITH 4-QAM, A CODE RATE OF 1/2, Lt = 9, AND nI

max = 10)

the same 10 000 rate-3/4 codewords (OFDM symbols) with
N = 2880 for Nt = Nr = 2 with 64-QAM. In Fig. 9, the
maximum number of outer iterations nO

max and the maximum
number of inner iterations nI

max are preset to be 1 and 25,
respectively. For the sake of comparison, we introduce Ri to
denote the percentage of the number of the codewords that are
decoded by these two receivers using different nI ’s. It can be
observed from Fig. 9 that, for a small Lt, Ri is quite large,
whereas for Lt = 10 corresponding to Fd = 1 dB and the SNRs
ranging from 23 to 27 dB, Ri < 1%. In other words, over 99%
of the codewords are decoded by these two receivers using
exactly the same number of inner iterations. Table I lists the
average number of inner iterations denoted by nI

avg and the
average number of outer iterations denoted by nO

avg used by
these two receivers to decode the same 10 000 codewords for
SNRs ranging from 23 to 27 dB. It adopts the same setting as in
Fig. 9, except for nO

max = 3 and Lt = 10 obtained by using the
selection rule. To further validate our observation, we conduct
similar comparisons for two different combinations of Nt, Nr,
nI

max, nO
max, code rates, constellations, and Lt in Tables II

and III. As shown in Tables I–III, there are only slight increases
in nI

avg and nO
avg for the bypass-decoding-based receiver when

Lt’s are appropriately selected.
In a nutshell, empirically, we observe that, as long as an

appropriate Lt is selected, the convergence of the modified
iterative receiver remains roughly the same as that of the full
SPA-based receiver.

D. Calculation of Total Complexity Savings

To characterize the total complexity savings by taking nI ,
nO, and the decoding length into account, we define the average
total complexity savings for decoding a codeword as

Ts
∆=

(
1 −

∑NF

i=1 nO
i nI

i Ni/NF

N
∑NF

i=1 nO
i nI

i /NF

)
× 100%

where NF denotes the total number of codewords (the total
number of OFDM symbols), Ni is the length of the ith code-
word, and nO

i and nI
i denote the number of outer and inner

iterations for decoding the ith codeword, respectively. In the full
SPA-based receiver, Ni = N for all i = 1, . . . , NF . Note that
Ts does not depend on the regularity of parity-check matrices.

In step M2, computing h introduces extra complexity, be-
cause H has very low density and the operations are carried out
in the binary field. At the algorithmic level, extra complexity
added in M2 is much smaller compared with the complexity
saved in the LDPC decoding step, which involves numerous
additions in the logarithmic domain and using lookup tables
[17], [18]. We thus ignore it in the calculation of Ts.

Remark: Our discussions on complexity savings remain
at the algorithmic level. As discussed in Section IV, it is
still perhaps necessary to use a single VLSI architecture for
the LDPC decoder to support the bypass decoding algorithm
at the hardware implementation level. As such, the reduced
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Fig. 10. Lower bound (18) versus simulated Ph(e) for SNR = 9.5 dB, Nt =
Nr = 4, and 4-QAM.

computational complexity at the algorithmic level can be po-
tentially transferred to power reduction at the hardware level.
Meanwhile, maintaining the adaptivity of the decoding archi-
tecture also consumes a certain amount of power. How to
efficiently realize this transformation and attain desirable trade-
offs relies on the specific VLSI decoder architecture design
and possibly further modifications of the bypassing decoding
scheme. This definitely deserves further investigation, but it is
beyond the scope of this paper.

VI. SIMULATION RESULTS

In this section, we present several simulation examples to
test the bypass decoding technique and related analysis. In
all simulation examples, the channel model is chosen to be
exponentially decaying multipath Rayleigh fading channels [8],
i.e., γji

l = Aji
l

√
[1 − e−Ts/Trms ]e−(l−1)Ts/Trms , and l = 1, . . . ,

L+1, where Aji
l ∼ CN (0, 1), sample period Ts and the root

mean square (RMS) delay spread Trms are chosen to be 50 ns,
and L is selected as 16. All the LDPC codes used in this paper
are randomly generated by using the approach addressed in
[19], and the column weight of these codes is chosen to be 3.
Test Case 1: Fig. 10 compares the P low

h (e) given in (18) with
the Ph(e) obtained through Monte Carlo simulation for Nt =
Nr = 2 with 64-QAM at SNR = 26 dB. In this figure, we use
a rate-3/4 LDPC code with N = 2880. A similar comparison
can be obtained for other configurations. As can be seen from
the figure, P low

h (e) in (18) provides a close approximation of
Ph(e) in both cases and is useful for selecting an appropriate
Lt through the calculation of F appx

d .
Test Case 2: Fig. 11 depicts the FER performance compar-

isons between the full SPA-based and bypass-decoding-based
receivers for Nt = Nr = 2 with 64-QAM. We consider two
cases in Fig. 11. In the first case, nO

max = 1, and nI
max = 25,

whereas in the second case, nO
max = 3, and nI

max = 8. In both
cases, we use a rate-3/4 LDPC code with N = 2880 and select
Lt = 10 for the bypass-decoding-based scheme, which yields
F appx

d ≈ 1 dB at SNR = 26 dB. Fig. 11 shows that, compared

Fig. 11. FER comparisons between the full SPA-based and bypass-decoding-
based receivers (Lt = 10 for all SNR values) for Nt = Nr = 2, 64-QAM, a
code rate of 3/4, and N = 2880.

Fig. 12. FER comparisons between the full SPA-based and bypass-decoding-
based receivers for Nt = Nr = 4, 4-QAM, a code rate of 3/4, and N = 1920.

Fig. 13. BER comparisons between the full SPA-based and bypass-decoding-
based receivers for Nt = Nr = 4, 4-QAM, a code rate of 3/4, and N = 1920.
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TABLE IV
SELECTION OF THRESHOLD VALUES Lt FOR DIFFERENT SYSTEM PARAMETERS

Fig. 14. FER comparisons between the MAP detector and the list-SD-based
detector using the full SPA-based and bypass-decoding-based receivers for
Nt = Nr = 2, 64-QAM, a code rate of 3/4, and N = 2880.

with the full SPA-based receiver, the bypass-decoding-based re-
ceiver can deliver considerable complexity reductions (≥ 50%)
in terms of Ts, with negligible FER performance degradations
(≤ 0.5 dB) when SNR ranges from 23 to 27 dB. In addition,
we also observe that, even though Lt is selected at SNR =
26 dB, it also works well for different SNRs. In other words,
the performance degradation is not sensitive to a variation
of SNR.

Test Case 3: Figs. 12 and 13 show the FER and bit error rate
(BER) comparisons for Nt = Nr = 4 with 4-QAM, respec-
tively. However, in the bypass decoding scheme, we basically
keep F appx

d ≈ 1 dB, which yields different Lt’s at different
SNRs. Still, we consider the same two cases as those in test
case 2, except that we use a rate-3/4 LDPC code with N = 1920
and different choices of Lt. Interestingly, we observed that,
for different SNRs, Ts remains roughly constant in both cases.
Similar to test case 2, the bypass-decoding-based receivers
can achieve more than 30% total complexity savings with a
performance degradation of less than 0.2 dB.
Test Case 4: Table IV summarizes threshold values Lt for

various configurations of Nt, Nr, constellations, and SNRs.
The Lt’s presented in the table are obtained by following the
selection rule in Section V-B. By choosing N = 2880 and
different Fd’s or F appx

d ’s, different performance–complexity
tradeoffs can be attained.
Test Case 5: Fig. 14 describes the performance comparisons

among the following combinations of the detectors and de-
coders: the MAP detector with the full SPA- and bypass-based
decoders and the list-SD-based detector with the full SPA-

and bypass-based decoders. We consider the case where we
select Nt = Nr = 2, 64-QAM, and a rate-3/4 LDPC code with
N = 2880. We implement the list SD algorithm as described in
[11]. nO

max and nI
max are selected to be 1 and 8, respectively, and

Lt = 10 is selected. For the list-SD-based detector, we generate
a list of candidates containing maximal 256 points to obtain
the LLRs of each coded bit. In the original list SD algorithm
[11], when all candidates in the list have 1 or 0 value on the
same bit, a default value is assigned to this bit. When this
happens, in the case where the list SD algorithm is combined
with the bypass decoding algorithm, a default value of less than
Lt is assigned, because the output of the bit from the detector
is no longer reliable enough to bypass the iterative decoder.
It can be seen from Fig. 14 that the bypass-based decoder,
along with the list-SD-based detector, incurs only less-than-
0.25-dB performance degradation as compared to a full SPA
decoder with the list-SD-based detector. This demonstrates that
the bypass decoding technique also works well with the list-
SD-based detector from the performance point of view. Table V
compares the complexity savings in the detection and decoding
steps among the MAP detector with the full SPA decoder, the
MAP detector with the bypass-based decoder, and the list-SD-
based detector with the bypass-based decoder. Note that we
have purposely chosen appropriate decoding radii such that the
detection complexity is invariant for different SNRs. In Table V,
the 98% saving of the detection complexity indicates that the
ratio between the number of candidates in the decoding sphere
and the total number of constellation points is merely 2%. It
can be seen from the table that, in addition to the complexity
savings achieved by the list SD algorithm in the detection
step, the bypass decoding technique combined with the list-SD-
based detector is still capable of delivering large complexity
reductions in the decoding step.

VII. CONCLUSIONS

In this paper, we proposed a simple decoding technique to
reduce the receiver complexity of LDPC-coded MIMO-OFDM
systems. We have shown that the proposed decoding technique
is capable of achieving a considerable complexity reduction
without incurring much performance degradation. The desir-
able performance complexity tradeoffs can be attained as long
as a single parameter called the threshold is properly selected.
We provided a selection rule for finding a suitable threshold
based on our theoretical and empirical findings. Simulation
results corroborated the effectiveness of our selection method
and illustrated that, in terms of performance–complexity trade-
offs, the receiver based on the proposed decoding technique
compares favorably with the conventional receiver for LDPC-
coded MIMO-OFDM communications.
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TABLE V
COMPLEXITY SAVINGS OF THE DIFFERENT COMBINATIONS OF THE DETECTORS AND DECODERS

APPENDIX A
PROOF OF PROPOSITION 1

To prove the proposition, we need first introduce the follow-
ing lemma.
Lemma 1:

∞∫
0

e
− a2

2 sin2 θ
γ−1−

(
b2

2 sin2 θ
+σ2

)
γ
dγ

=

√
Ltπ

2 sin2 θ
c−3
θ e−Ltc

2
θ
/2

[
1 +

∞∑
n=1

(1, n)c−2n
θ /Ln

t

]
(22)

where cθ
∆= (1 + σ2 sin2 θ)1/4/ sin θ, and the notation (ν, n) is

defined as

(ν, n) ∆= (4ν2 − 1) · · ·
(
4ν2 − (2n − 1)2

)
/(22nn!). (23)

Proof of Lemma 1: To prove the lemma, we introduce the
following integration formula [21, p. 340]:

∞∫
0

xν−1e−βx−1−δxdx = 2(β/δ)ν/2Kν

(
2
√

βδ
)

(24)

where Kν(x) denotes the modified Bessel function of the
second kind and order ν defined in [21, p. 374]. The asymptotic
expansion of Kν(x) is given by [21, p. 380]

Kν(x) = (π/(2x))1/2 e−x

(
1 +

∞∑
n=1

(ν, n)/(2x)n

)
. (25)

According to (24), the left-hand side of (22) can be ex-
pressed as

∞∫
0

e
−
[

a2

2 sin2 θ
γ−1+

(
b2

2 sin2 θ
+σ2

)
γ
]
dγ = 2(β/δ)1/2K1

(
2
√

βδ
)

(26)

where

2(β/δ)1/2 =
(√

1 + σ2 sin2 θ
)−1/2

Lt/2 (27)

2
√

βδ =Ltc
2
θ/2. (28)

Furthermore, according to the asymptotic expansion of Kν(x)
given in (25), we have

K1

(
2
√

βδ
)

=
√

π(Lt)−1/2c−1
θ e−

Ltc2
θ

2

[
1 +

∞∑
n=1

(1, n)c−2n
θ /Ln

t

]
. (29)

The proof of the lemma is now completed by substituting
(27)–(29) into (26).

Proof of Proposition 1: Applying the alternative expres-
sion of Q(x) function Q(x) = π−1

∫ π/2

0 e−x2/(2 sin2 θ)dθ, we
can rewrite (11) as follows:

Ph(e) =
σ2

π

π
2∫

0

e−
Lt

2 sin2 θ

×
∞∫

0

e
−
[

a2

2 sin2 θ
γ−1+

(
b2

2 sin2 θ
+σ2

)
γ
]
dγdθ. (30)

Furthermore, using (22) in Lemma 1, (30) can be expressed as

Ph(e) =
σ2

√
Lt

2
√

π

π
2∫

0

c−3
θ

sin2 θ
e

−Lt
2 sin2 θ

(
1 +

√
1 + σ2 sin2 θ

)

×
(

1 +
∞∑

n=1

(1, n)c−2
θ /Ln

t

)
dθ. (31)

It can be readily checked that c−3
θ (sin θ)−2 ≤ 1 and c−2

θ ≤ 1
for all θ ∈ [0, π/2]. According to [21, p. 380], the reminder
term in (25)

∑∞
n=1(1, n)c−2n

θ /Ln
t = o(1) is an infinitesimal

of higher order than a constant, i.e., limLt→∞ o(1) = 0. For
a sufficiently large Lt, we have 1 +

∑∞
n=1(ν, n)c−2n

θ /Ln
t ≤ 2

for all θ ∈ [0, π]. Thus, it can be easily seen that (31) can be
upper bounded by

Ph(e) ≤σ2π−1/2
√

Lt

π
2∫

0

e
− Lt

2 sin2 θ

(
2+ σ2 sin2 θ

2

)
dθ

≤σ2
√

Ltπe−
Ltσ2

4 e−Lt/2

for a sufficiently large Lt. Hence

lim
Lt→∞

Ph(e)[dB]
Lt

≤ −10(ln 10)−1 − 2.5(ln 10)−1σ2

= −10(ln 10)−1 − 2.5(ln 10)−1SNR−1.

(32)

On the other hand, for a large Lt, we have
1 +

∑∞
n=1(1, n)c−2n

θ /Ln
t ≥ 1/2. Thus, (31) is lower

bounded by

Ph(e) ≥ σ2
√

Lt

4
√

π(1 + σ2)3/4
e−

Lt(σ2+o(σ2))
4

π
2∫

0

e−
Lt

sin2 θ sin θdθ.

(33)
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Applying csc2 θ = 1 + cot2 θ and replacing cot2 θ by u in
[20, p. 318, eq. 3.382 (3)], we obtain

π
2∫

0

e−
Lt

sin2 θ sin θdθ =
e−Lt

2

∞∫
0

e−Ltu

√
u(1 + u)3/2

du

≥ e−Lt

2

∞∫
0

e−Ltu

(1 + u)2
du

= e−
Lt
2 W−1, 1

2
(Lt) (34)

where W−1,−1/2 denotes the Whittaker function with param-
eters −1 and −1/2. For a sufficiently large Lt, we have
W−1,−1/2(Lt) ≥ e−Lt/2(Lt)−1/2. From (34), the lower bound
of Ph(e) can be further expressed as

Ph(e) ≥ σ2
√

Lt(π)−1/2(1 + σ2)−3/4

× exp−
Lt

(
σ2 + o(σ2)

)
4

e−Lt(Lt)−1/8

and thus

lim
Lt→∞

Ph(e)[dB]/Lt ≥ −10(ln 10)−1

− 2.5(ln 10)−1SNR−1 − o(SNR−1). (35)

Combining (32) and (35), we obtain

−o(SNR−1) ≤ lim
Lt→∞

Ph(e)[dB]/Lt

−10(ln 10)−1 − 2.5(ln 10)SNR−1 ≤ 0. (36)

Clearly, (36) implies that

lim
SNR→∞

SNR
(

lim
Lt→∞

Ph(e)[dB]/Lt

−
(
−10(ln 10)−1 − 2.5(ln 10)−1SNR−1

) )
= 0.

Hence, we can readily conclude the proof.

APPENDIX B
PROOF OF PROPOSITION 2

It can be seen that (12) can be lower and upper bounded as

σ2

∞∫
0

Q
(
aγ− 1

2 − bγ
1
2

)
e−σ2γdγ ≤ Cs

≤ 2σ2

∞∫
0

Q
(
aγ− 1

2 − bγ
1
2

)
e−σ2γdγ. (37)

Following the same argument in the proof of Lemma 1, we can
lower bound Cs for a large Lt as follows:

σ2

∞∫
0

Q
(
aγ− 1

2 − bγ
1
2

)
e−σ2γdγ

=

π
2∫

0

e
Lt

2 sin2 θ

∞∫
0

e
− a2

2 sin2 θ
γ−1−

(
b2

2 sin2 θ
+σ2

)
γ
dγdθ

=

π
2∫

0

π
√

Lt sin θ

2(1 + σ2 sin2 θ)3/4
e−Lt

√
1+σ2 sin2 θ−1

sin2 θ [1 + o(1)] dθ

≥ π
√

Lt

4(1 + σ2)3/4
e−Lt(σ2+o(σ2)).

Thus, we have limLt→∞ Cs[in decibels]/Lt≥−2.5(ln 10)−1 ×
SNR−1 − o(SNR−1). On the other hand, following the
similar argument in the proof of Proposition 1, we have
limLt→∞ Cs[in decibels]/Lt ≤ −2.5Λ(ln 10)−1SNR−1. The
proof now can be concluded.

APPENDIX C
PROOF OF PROPOSITION 3

To prove the proposition, we need to prove the following
lemma first.
Lemma 2: Consider a sequence of random variables

{Xp}P
p=1, where Xp ∼ G(α, βp), with α being a positive inte-

ger. If 0 < β1 < β2 ≤ · · · ≤ βP and β1 is a fixed constant, then

limλ→∞ P (X1 = min{X1, . . . , XP }) = 1, where λ
∆= β2/β1.

Proof of Lemma 2: It is equivalent to show that

limλ→∞ P (
⋂P

p=1 Ap) = 1, where Ap
∆= {X1 ≤ Xp} for p =

1, . . . , P . Because

P
(
∩P

p=1Ap

)
= 1 − P

((
∩P

p=1Ap

)c
)

(38)

where superscript c denotes the complement of a set. Accord-
ing to the DeMorgan’s law, we can write P ((∩P

p=1Ap)c) =
P (∪P

p=1Ac
p) ≤

∑P
p=1 P (Ac

p). Thus, it is sufficient to show that
limλ→∞ P (Ac

p) = 0. By definition, P (Ac
p) = P (X1 − Xp >

0). To calculate P (X1 − Xp > 0), it is necessary to know

the pdf of U
∆= X1 − Xp. According to [22, eq. (22a)], the

difference of two correlated Gamma random variables has the
pdf given by

pU (u) =
√

2
Γ(α)

√
π
√

c
uα− 1

2 (1/d)α− 1
2 exp

(
−u

√
d2 − 2c/c

)
× Kα− 1

2
(d · u/c) (39)

where c
∆= 2(1 − ρ)β1βp, d

∆=
√

(β1 + βp)2 − 4ρβ1βp, and ρ
denotes the correlation coefficient between X1 and Xp. Accord-
ing to the definition given in (23) and the asymptotic expansion
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of Kν(x) in (25), only the first (α − 1) terms in Kα−1/2 remain
nonvanished. Thus, we can write

Kα− 1
2
(d · u/c) =

√
πc/(2d · u) exp(−d · u/c)

×
[
1 +

α−1∑
i=1

(2u)−i(c/d)i(α − 1/2, i)

]
.

After some simplifications, we can express P (U > 0) as

P (U > 0) =

∞∫
0+

pU (u)du

=

∞∫
0+

uα−1

Γ(α)dα
exp

(
−(d +

√
d2 − 2c)

u

c

)

×
α−1∑
i=0

(
α − 1

2 , i
)

(2u)i

( c

d

)i

du. (40)

Substituting t
∆= (d +

√
d2 − 2c)u/c into (40), we obtain

P (U > 0) =
(
(1 −

√
1 − 2c/d2)/2

)α
∞∫

0+

tα−1e−t

Γ(α)

×
α−1∑
i=0

(α − 1/2, i)2−i 1
ti

(
1 +

√
1 − 2c/d2

)i

dt.

Noting that Γ(x) =
∫ ∞
0 tx−1e−tdt, we rewrite P (U > 0) as

P (U > 0) =
(
(1 −

√
1 − 2c/d2)/2

)α

×
α−1∑
i=0

(α − 1/2, i)2−i
(√

1 − 2c/d2
)i

Γ(α − i)/Γ(α).

Defining λp
∆= βp/β1, we express

2c

d2
=

4(1 − ρ)λ−1
p(

λ−1
p + 1

)2 − 4ρλ−1
p

,

(
(1 −

√
1 − 2c/d2)/2

)α

= (1 − ρ)αλ−α
p + o(λ−α

p ).

Then, it can be easily checked that limλ→∞ P (U >
0) = limλp→∞ P (U > 0) = 0. Hence, we can conclude that

limλ→∞ P{
⋂P

p=1 Ap} = 1.
Proof of Proposition 3: Consider a sequence of random

variables {‖Ad− + w‖2, s ∈ S−
l }. Under H1, we have β1 =

σ2, β2 = σ2 + d2
min, and λ

∆= β2/β1 = 1 + d2
min/σ2, where

β1 and β2 follows the notations in Lemma 2. According to
Lemma 2, we can readily conclude the proof.
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