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Abstract—By storing more than one bit in each memory cell,
multi-level per cell (MLC) NAND flash memories are dominating
global flash memory market due to their appealing storage den-
sity advantage. However, continuous technology scaling makes
MLC NAND flash memories increasingly subject to worse raw
storage reliability. This paper presents a memory fault tolerance
design solution geared to MLC NAND flash memories. The basic
idea is to concatenate trellis coded modulation (TCM) with an
outer BCH code, which can greatly improve the error correction
performance compared with the current design practice that
uses BCH codes only. The key is that TCM can well leverage the
multi-level storage characteristic to reduce the memory bit error
rate and hence relieve the burden of outer BCH code, at no cost
of extra redundant memory cells. The superior performance of
such concatenated BCH-TCM coding systems for MLC NAND
flash memories has been well demonstrated through computer
simulations. A modified TCM demodulation approach is further
proposed to improve the tolerance to static memory cell defects.
We also address the associated practical implementation issues
in case of using either single-page or multi-page programming
strategy, and demonstrate the silicon implementation efficiency
through application-specific integrated circuit design at 65 nm
node.

Index Terms—Error rate, fault tolerance, hardware cost,
throughput, trellis-coded modulation (TCM).

I. INTRODUCTION

A S ONE OF the fastest growing segments in semicon-
ductor industry, NAND flash memory is being used in

increasingly diverse applications to realize high-capacity non-
volatile data storage. The continuous growth of NAND flash
memory storage density has been mainly driven by aggressive
technology scaling, e.g., a NAND flash memory with 43-nm
CMOS technology has been recently reported in [1]. Besides
technology scaling, multi-level per cell (MLC) technique, i.e.,
to store more than 1 bit in each memory cell (or floating-gate
MOS transistor) by programming the cell threshold voltage into
one of voltage windows, has been widely used to further
improve the NAND flash memory storage density. Because of its
obvious storage density advantage, MLC NAND flash memory
has been increasingly dominating global flash memory market.
In current design practice, most MLC NAND flash memories
store 2 bits per cell, while 3 and even 4 bits per cell NAND flash
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memories have been recently reported in the open literature
[2], [3].

Because of their obviously smaller noise margin, MLC
NAND flash memories increasingly rely on system-level error
correction to ensure their storage reliability, and almost all
the existing MLC NAND flash memories use Bose–Chaud-
huri–Hocquenghem (BCH) codes, a family of linear block
error correction code (ECC) being widely used in many data
storage and communication systems, to realize error correction.
For a -error-correcting BCH code, its coding redundancy and
decoding computational complexity are approximately propor-
tional to and [4], respectively. Therefore, as the raw storage
reliability of MLC NAND flash memories continues to degrade
with the technology scaling, the conventional BCH-only ap-
proach has to use increasingly stronger BCH codes (i.e., BCH
codes with large values of ) at the cost of more redundant
memory cells and higher BCH decoder implementation com-
plexity. This trend may quickly make the BCH-only approach
prohibitively expensive, e.g., for 4 kB user data per page MLC
NAND flash memories with target page error rate of 10 ,
suppose the raw bit error rate degrades from 10 to 10 ,
the of the BCH code must increase from 26 to 91 (i.e., the
redundant bits increases from 416 to 1456 and the decoding
computational complexity increases by about 12 times).

This paper proposes to concatenate BCH code with trellis-
coded modulation (TCM) [5], as an alternative to the conven-
tional BCH-only approach, in order to improve the system-level
error correcting efficiency, e.g., given the same amount of redun-
dant memory cells, it can tolerate much worse raw storage reli-
ability, or under the same raw storage reliability, it can largely
reduce the redundant memory cells and decoder implementa-
tion complexity. Being widely used in modern digital commu-
nication systems [6], [7], TCM cohesively considers multi-di-
mensional multi-level signal modulation and convolutional error
correction code construction in order to reduce the bit error rate
at very low complexity. With the nature of multi-level storage
per cell, MLC flash may also benefit from using TCM design
principle. A TCM-only approach for MLC NOR flash memories
has been recently presented in [8]. Although TCM itself cannot
ensure a very low page error rate (e.g., 10 and below) for
NAND flash memories because of the large page size, it may
efficiently reduce the bit error rate and hence enable the use
of a weaker BCH code to achieve the target page error rate.
This naturally suggests the use of a concatenated BCH-TCM
coding strategy as a cost-effective alternative to the conventional
BCH-only approach for MLC NAND flash memories.
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Fig. 1. Control-gate voltage pulses in program-and-verify operation.

In this paper, we present a concatenated BCH-TCM coding
system for 2 bits per cell NAND flash memories to demonstrate
the promise of such concatenated coding design solution. A par-
ticular 4-D TCM design solution has been developed, which can
largely reduce the flash memory bit error rate and hence relieve
the burden of the BCH code without incurring any extra redun-
dant memory cells. Simulation results show that, compared with
its BCH-only counterpart, a BCH-TCM concatenation can re-
duce the of BCH codes by almost one order of magnitude,
leading to significant savings of redundant memory cells and
BCH decoding complexity. This concatenated coding solution
can be applied to single-page programming MLC NAND flash
memories in a very straightforward manner, and we present
a memory architecture that can further enable the use of this
design solution in multi-page programming MLC NAND flash
memories. We also investigate how to modify this concatenated
coding strategy to handle static memory cell defects. Applica-
tion-specific integrated circuit (ASIC) design at 65-nm tech-
nology node has been carried out to demonstrate the silicon im-
plementation efficiency of this concatenated coding approach.
Finally, we should point out that the gain of this BCH-TCM
concatenation solution come with two main penalties: 1) it de-
mands the number of storage levels per cell increase from 4 to 5,
which will complicate flash memory programming circuits and
2) TCM decoding demands fine-grained sensing quantization,
which will increase the memory sensing latency and demand
a larger page buffer. Nevertheless, given the significant system
performance improvement potential as shown in this paper, we
believe that such BCH-TCM concatenation can be a viable al-
ternative to the existing design practice for future MLC NAND

flash memories.

II. BASICS OF MLC NAND FLASH MEMORIES

Each NAND flash memory cell is a floating gate transistor
whose threshold voltage can be configured (or programmed) by
injecting certain amount of charges into the floating gate. Hence,
data storage in an -level per cell NAND flash memory is realized
by setting the threshold voltage of each memory cell into one of
non-overlapping voltage windows. Before one memory cell can
be programmed, it must be erased (i.e., its threshold voltage is
set to the lowest voltage window). A tight threshold voltage con-
trol is typically realized by using program-and-verify approach
with a stair case program voltage [9] as illustrated in Fig. 1.

Ideally, threshold voltage distributions of adjacent storage
states should be sufficiently far away from each other to ensure
a high raw storage reliability. In practice, due to various effects
such as background pattern dependency, noises, and cell-to-cell

Fig. 2. Threshold voltage distribution model NAND flash memory (except the
erase state).

interference [10], threshold voltage distributions may be very
close to each other or even overlap, leading to non-negligible
raw bit error rates. In the following, we present an MLC cell
threshold voltage distribution model that will be used to eval-
uate and compare the error correction performance of different
design solutions throughout this paper. The erase state tends to
have a wide white Gaussian-like distribution [11], i.e., the prob-
ability density function (PDF) of the threshold voltage distribu-
tion can be approximated as

(1)

where is the standard deviation and is the mean threshold
voltage of the erase state. All the other states tend to have the
same threshold voltage distribution, as illustrated in Fig. 2. The
model consists of two parts, including an uniform distribution
in the middle and Gaussian distribution tail on both sides [11].
The width of the uniform distribution equals to the program step
voltage , and the standard deviation of the white Gaussian
distribution is denoted as . The Gaussian distribution on both
sides models the overall effect of background pattern depen-
dency, noises, and cell-to-cell interference. Let and de-
note the probabilities of the uniform distribution and Gaussian
distribution, respectively. We have the overall PDF as
shown in the following:

(2)
where is the mean of the threshold voltage (i.e., the center of
the distribution as shown in Fig. 2), and the constant can be
solved based on .

NAND flash memory cells are organized in an
page hierarchy, as illustrated in Fig. 3, where

one NAND flash memory array is partitioned into blocks, and
each block contains a number of pages. Within one block, each
memory cell string typically contains 16 to 64 memory cells,
and all the memory cells driven by the same word-line are
programmed and sensed at the same time. All the memory cells
within the same block must be erased at the same time. Data
are programmed and fetched in the unit of page, where the page
size ranges from 512 B to 8 kB user data. All the memory cell
blocks share the bit-lines and an on-chip page buffer that hold
the data being programmed or fetched. For MLC NAND flash
memories, there are two options for programming each page,
referred to as single-page and multi-page programming. These
two different programming options have different operation
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Fig. 3. NAND flash memory structure.

Fig. 4. Operation flow of (a) single-page programming and (b) multi-page pro-
gramming for 2 bits per cell NAND flash memories.

flows as illustrated in Fig. 4 for 2 bits per cell NAND flash
memories.

In the single-page programming, all the bits stored in each
MLC memory cell belong to the same page and hence pro-
grammed at the same time, e.g., for 2 bits per cell memory,
the programming of all the 3 states (i.e., “1”, “2”, and “3”)
are accomplished during the same memory program-and-verify
process, as shown in Fig. 4(a). On the other hand, in the context
of multi-page programming, all the bits stored in each memory
cell belong to different pages and are programmed at different
time. For example, the two bits in each cell are stored separately:
to store the first bit, only state “1” should be programmed; to
store the second bit, state “2” and state “3” can be further pro-
grammed based upon the combination of the first bit and second
bit. Interested readers are referred to [12] and [13] for detailed
discussions on single-page programming and multi-page pro-
gramming. Most existing MLC NAND flash memories use the
multi-page programming due to its advantage of higher pro-
gramming speed. Nevertheless, because single-page program-
ming is able to achieve a tighter threshold voltage window con-
trol, it may be preferable as the technology continues to scale

Fig. 5. Operation flow of concatenated TCM-BCH (a) encoding and (b)
decoding.

down and/or a more aggressive use of MLC technique is being
pursued [2], [3].

III. CONCATENATED BCH-TCM CODING SYSTEM

As pointed out earlier, this work proposes to use concatenated
BCH-TCM coding as an alternative to the conventional BCH-
only approach. A concatenated BCH-TCM coding system uses
TCM as an inner code and BCH as an outer code. As illustrated
in Fig. 5, the operation flow of the concatenated BCH-TCM
coding can be briefly described as follows: For encoding, the
user data are first encoded by a BCH code encoder, and the BCH
codeword is further encoded by a TCM encoder that consists of a
convolutional code encoder and a multi-dimensional modulator.
For decoding, the data are first processed by a TCM decoder
that consists of a multi-dimensional demodulator and a Viterbi
decoder, and the output is sent to a BCH decoder to recover the
user data.

In concatenated BCH-TCM coding systems, the key issue is
the design of TCM sub-system. Assume we want to apply an

-dimensional ( -D) TCM to an bits per cell NAND flash
memory. As a general guideline, the convolutional code encoder
only introduces 1 redundant bit for every bits of input data.
In order to obviate any redundant memory cells, the -D modu-
lator in the TCM encoder should map the total bits onto

memory cells. As a result, the number of storage levels per
cell must increase from to , where is the minimal integer
satisfying the requirement . Once we determine
the value of , we can apply the basic principle of multi-dimen-
sional space constellation partitioning as presented in [5], [14],
[15] to derive the overall modulation strategy. Assuming the
modulation strategy partitions the -D space into subspaces
(or subsets), we further construct a convolutional code with the
code rate of to finish the TCM sub-system design.

In the following, we present a specific TCM design solution
for 2 bits per cell NAND flash memory. We choose 4-D mod-
ulation (i.e., ) and have (i.e., we need to pro-
gram each cell with five levels instead of four levels). Since
the convolutional code encoder only introduces 1 redundant bit
for every 8 bits of input data, the 4-D modulator maps 9 bits
onto 4 memory cells. Following the principle presented in [5],
[14], and [15], we derive a multi-dimensional space constella-
tion partitioning strategy that partitions the 4-D space formed
by 4 memory cells into subsets and each subset contains
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Fig. 6. 1-D and 2-D signal constellation partitioning.

TABLE I
CONSTRUCTION OF THE EIGHT 4-D SUBSETS

64 4-D points. To enable an efficient implementation of the 4-D
modulation and demodulation, the 4-D space constellation par-
titioning is realized in a hierarchical manner as described below
in the following.

1) We first partition each 1-D signal constellation (corre-
sponding to each five-level memory cell) into two subsets

and , as shown in Fig. 6.
2) Next, we partition each 2-D signal constellation into four

subsets , , , and
, as shown in Fig. 6.

3) Finally, we partition the 4-D signal constellation into eight
4-D subsets shown in Table I.

In summary, the modulator maps points onto a 4-D constel-
lation. Since each dimension has 5 levels, this 4-D constellation
contains points from which we choose points. We hier-
archically construct the 4-D modulation by combining two 2-D
modulations, and each 2-D modulation is formed by two 1-D
modulations. Each 4-D subset is the union of two 4-D types,
and each 4-D type is constructed by two 2-D subsets, as listed
in Table I.

Based on the above 4-D modulation strategy, we further con-
struct a rate-2/3 convolutional code. Hence, the TCM encoder
receives 8-bit input at once, out of which 6 bits are directly feed
to the 4-D modulator and 2 bits are feed to the convolutional
code encoder that generates a 3-bit output. Given the total 9-bit
input, the 4-D modulation is realized as follows.

1) The 3-bit input from the convolutional code encoder deter-
mines which 4-D subset is selected out of the 8 4-D subsets

.
2) The remaining 6 bits further determine which one out of

the 64 4-D points within the selected 4-D sub-set is chosen
as the modulation output.

In the context of TCM decoding, the operation of the 4-D
demodulation is described as follows. The 4-D demodulator re-
ceives from four memory cells, where each

is the quantized data sensed from one memory cell. Given the

input , the 4-D demodulator attempts to find the most likely
point (i.e., the point that has the minimal Euclidean distance
from ) within each 4-D subset. Leveraging the hierarchical
structure of the 4-D modulation, the 4-D demodulation can be
decomposed into 1-D demodulations and 2-D demodulations.
First, we use four 1-D demodulators, and each one receives the
data read from one cell and searches for

(3)

where and denote the 1-D Euclidean distance from the
received data to the storage levels in 1-D subset and , re-
spectively. Since each 2-D subset is formed by combining two
1-D subsets, each 2-D demodulator can simply combine the 1-D
metrics to generate 2-D metrics and locate the most likely 2-D
point within each one of the four 2-D subsets. Similarly, based
on the output of the two 2-D demodulators, 4-D demodulator
locates the most likely point within each one of eight 4-D sub-
sets and the corresponding metrics. Following the TCM design
principle [5], we use the output from the 4-D demodulator as
branch metrics in the succeeding Viterbi decoder, which carries
out a maximum-likelihood search to find the overall most likely
4-D point and generate the 8-bit output for every group of 4
memory cells.

IV. PERFORMANCE EVALUATION

Based upon the above specific 4-D TCM design approach,
this section presents simulation results to demonstrate the su-
perior error correction performance of BCH-TCM concatena-
tion over the conventional BCH-only approach. Recall that, in
order to enable the use of TCM without incurring extra redun-
dant memory cells, each memory cell needs to store five levels,
instead of four levels when the BCH-only approach is being
used. Hence, to ensure a fair comparison between these two sce-
narios, they should have the same memory programming con-
figurations, i.e., the program step voltage should be the
same, and the overall cell threshold voltage range should be the
same (i.e., the distance between the erase state and the highest
threshold voltage state should be the same). As a result, the
adjacent threshold voltage windows will be closer and more
easily overlap when using the BCH-TCM concatenation. Fi-
nally, we note that the demodulation in TCM decoding demands
a fine-grained memory sensing quantization, and the more quan-
tization levels are used, the better TCM decoding performance
can be achieved. In this work, we assume a 16-level uniform
quantization scheme as illustrated in Fig. 7(b), where the quan-
tization thresholds are represented by the dot lines. In case of
BCH-only approach, the threshold voltage of each memory cell
can be programmed into one of 4 levels, where the distance
between adjacent levels is 4/3 times larger and we only need
4-level sensing quantization as shown in Fig. 7(a).

In computer simulations, we normalize the distance between
two adjacent levels as 1 when BCH-TCM concatenation is being
used, hence the distance between two adjacent levels increases
to 4/3 when BCH-only approach is being used. For the modeling
of threshold voltage distribution, we fix the width of the uniform
part as 1/3 and the deviation of the erase state distribution as
0.3, and the value of (i.e., the deviation of the Gaussian part of
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Fig. 7. Sensing quantization schemes for (a) BCH-only approach and
(b) BCH-TCM concatenation.

Fig. 8. BER to be handled by BCH code in both BCH-only and BCH-TCM
schemes, and the raw BER before TCM-BCH system.

the other threshold voltage states) varies from 0.14 to 0.24 with
a step of 0.02. In terms of page size, we consider both 512 B
and 4 kB user data per page scenarios. Fig. 8 shows the bit error
rate (BER) to be handled by BCH code in both BCH-TCM and
BCH-only schemes. Because of the shorter distance between ad-
jacent levels when using BCH-TCM concatenation, its raw BER
is worse than that in case of using BCH-only approach, as shown
in Fig. 8. In case of BCH-TCM, we consider both 16-level quan-
tization (16-Q) and ideal infinite quantization (Inf-Q). In terms
of the trellis size of the convolutional code in TCM, we consider
both 8-state and 16-state trellises. The results clearly show that,
under the same value of , the BCH code in BCH-TCM concate-
nation only needs to handle a BER that is orders of mag-
nitude less than that in case of using the BCH-only approach.
Therefore, we can use a much weaker BCH code in BCH-TCM
concatenation, leading to much less redundant memory cells and
BCH decoder implementation complexity. Equivalently, given
the same number of redundant memory cells, this BCH-TCM
concatenation can tolerate a larger and hence can accommo-
date worse raw memory storage reliability compared with the
BCH-only approach.

To achieve a target page error rate of 10 for NAND flash
memories, BCH-only and BCH-TCM approaches will require
different BCH codes under the same value of . Recall that

TABLE II
USING BCH-TCM TO REDUCE PROGRAMMING TIME UNDER

DIFFERENT NOISE DEVIATIONS

denotes the error correction capability of BCH codes, Fig. 9
shows versus curves of both BCH-TCM concatenation and
BCH-only approaches in case of 512 B user data per page and 4
kB user data per page, respectively. The results clearly demon-
strate a great potential of using the BCH-TCM concatenation to
improve the error tolerance of MLC NAND flash memories. As
shown in Fig. 9, TCM systems with 8-state trellis and 16-state
trellis achieve almost the same performance, while the imple-
mentation complexity of the Viterbi decoder almost doubles
when we increase the number of trellis states from 8 to 16. This
suggests that, in this case study, using a 8-state trellis could be
a good choice considering the tradeoff between error correction
performance and implementation cost.

Finally, we note that the superior error correction perfor-
mance of the BCH-TCM concatenation can be directly traded
for improving some other memory system performance metrics.
For example, leveraging its stronger error correction perfor-
mance, we could program MLC NAND flash memories with
a larger program voltage step , which directly shortens
the memory programming time at the penalty of widened
threshold voltage distribution and hence degraded raw storage
reliability. The following example could further illustrate this
design tradeoff option, where the TCM uses a convolutional
code with 8 trellis states and the 16-level sensing quantization
as described above.

1) Example 4.1: We fix the normalized program voltage step
(i.e., the width of the uniform distribution) as 0.33 when

using the BCH-only approach. With a target page error rate of
10 and 512 B user data per page, we calculate the required
value of BCH codes under different values of noise deviation ,
as listed in Table II. With the same BCH code and , we further
estimate the maximal value of that can be tolerated when
using the above presented BCH-TCM concatenation approach,
as listed in Table II. The results quantitatively demonstrate a
potential to leverage the BCH-TCM concatenation to largely
reduce the memory programming time.

V. REDUCED-DIMENSION DEMODULATION TO TOLERATE

DEFECTIVE CELLS

This section discusses the use of TCM in the presence of
static memory cell defects. In particular, we consider defective
floating gates that cannot be turned on, which will make the
sensing results for this cell and all the other cells on the same
string always stay as the highest sensing quantization level re-
gardless to the data programmed into these cells. As described
above, TCM decoding follows the principle of maximum like-
lihood decoding based on the Euclidean distance. Occurrence
of such defective cells will clearly violate the basic assumption
of maximum likelihood decoding based on Euclidean distance,
hence tends to incur certain decoding performance degradation.
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Fig. 9. � of BCH code versus � for (a) 512 B user data per page and (b) 4 kB user data per page.

In this work, we propose a reduced-dimension TCM demodu-
lation to reduce the performance degradation induced by cell de-
fects that cannot be repaired by redundant word-line or bit-line.
The basic idea is simple: suppose we know which cell(s) are
defective, we can simply erase the defective cell(s) from the
constellation space and hence the multi-dimensional demodu-
lation, i.e., we do not count the defective cell(s) when calcu-
lating the Euclidean distance during demodulation. Therefore,
this method is referred to as reduced-dimension TCM demodu-
lation. In spite of this simple basic idea, it is nontrivial to easily
identify those defective cell(s). A straightforward solution is that
we may carry out memory testing a priori and store the locations
of all the unrepairable defective cells in one dedicated on-chip
memory block. Such a dedicated memory block should be able
to support a fast table lookup operation like content address-
able memory (CAM). Nevertheless, since the number of defec-
tive cells varies from one page to the next, how to efficiently
implement such a dedicated memory block may not be easy.
Moreover, embedding such an extra dedicated memory block
into flash memory die may greatly complicate the NAND flash
memory floorplan.

To address this issue, leveraging the sequential sensing
strategy being used in NAND flash memories, we propose a
solution to identify static memory cell defects on-the-fly. This
is described as follows. During NAND flash memory sensing, the
voltage of the word-line of the selected page sweeps from low to
high, while the word-lines of the other unselected pages within
the same block keep a very high voltage, denoted as ,
which is high enough to turn on all the unselected floating gates
regardless to their contents. We propose to add voltage
as the last step of the voltage sweep of the selected world-line.
Hence, during this last world-line voltage sweep step, all the
non-defective cells should be turned on and the bit-line can be
successfully discharged. Therefore, the cells associated with the
bit-lines that fail to be discharged during this last voltage sweep
step are claimed to be defective and hence should be erased
from the demodulation in the succeeding TCM decoding.

For the purpose of demonstration, let us consider the 4-D
TCM presented in the above. We assume that there is one defec-
tive cell among every 1024 cells. Hence, we need to reduce the
demodulation from 4-D to 3-D for the group consisting of one
defective cell. Let represent the sensing results of

Fig. 10. Performance comparison of 4-D TCM and 3-D TCM with randomly
injecting one defective cell every 1024 cells.

the four cells within each group, and denote the 64 points within
each 4-D subset as . Suppose
the second cell is detected to be defective using the above mod-
ified world-line voltage sweep strategy, the metric of each 4-D
subset becomes , i.e.,
the second cell is erased from the Euclidean distance computa-
tion. For the erased cell, we assign its state to a fixed one which
is randomly determined in the design phase. Using an 8-state
trellis convolutional code and 16-level quantization, we carried
out simulations to estimate the BER after TCM decoding, as
shown in Fig. 10, when randomly injecting one defective cell
every 1024 cells. The results clearly show that, in the presence
of cell defects, the proposed reduced-dimension TCM decoding
can modestly improve the error correction performance com-
pared with using the original TCM decoding.

VI. PRACTICAL IMPLEMENTATION OF BCH-TCM
CONCATENATION

For the practical implementation of the proposed BCH-TCM
concatenation, we propose to embed the TCM sub-system on
the flash memory chip and keep the BCH coding functions off
chip, as shown in Fig. 11. This is for the following two main
reasons.

1) The demodulator in the TCM decoder demands
fine-grained sensing quantization to achieve high error
correction performance. Therefore, if the TCM decoder
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Fig. 11. Overall TCM system framework.

TABLE III
SYNTHESIZED OFF-CHIP BCH DECODER

SILICON AREA �mm � AT 65-NM NODE

is off chip, a much higher off-chip communication band-
width is required to send data from the memory chip to
the TCM decoder.

2) As demonstrated later, the implementation complexity of
TCM coding functions is very small and can well fit into
the flash memory die. Moreover, such a function parti-
tioning can ensure a good backward compatibility with the
current BCH-only design practice (i.e., the use of on-chip
TCM can be transparent to the off-chip BCH).

We first evaluate the off-chip BCH decoder silicon im-
plementation. By fixing the width of uniform distribution as
0.33, we consider three scenarios of , i.e., 0.20, 0.22, and
0.24, based on which we obtain the corresponding BCH codes
for both BCH-TCM and BCH-only approaches. High-speed
BCH decoder silicon implementation has been well studied in
the open literature [16]. In this work, with a target decoding
throughput of 2 Gb/s, we designed decoders for those BCH
codes while assuming the Berlekamp–Massey algorithm is
being used. Using Synopsys synthesis tool set with a 65-nm
standard cell library, we obtain the synthesized silicon areas
that are listed in Table III. The results clearly demonstrate
the potential of applying the BCH-TCM concatenation to
greatly reduce the implementation complexity of off-chip BCH
decoders.

In the remainder of this section, we address the implementa-
tion aspects of the on-chip TCM sub-system. As pointed out ear-
lier, MLC NAND flash memories may use single-page or multi-
page programming strategy, where either one has its own advan-
tages and disadvantages. Which programming strategy is being
used can largely impact the design of on-chip TCM sub-system,
hence we discuss the TCM sub-system implementation sepa-
rately for these two different programming strategies.

A. TCM Sub-System in Case of Single-Page Programming

When MLC NAND flash memories use single-page program-
ming, the data flow of TCM encoding and decoding is essen-
tially the same as conventional TCM, as illustrated in Fig. 5.
Hence, we can simply insert the TCM sub-system between the
memory I/O and internal data bus, as illustrated in Fig. 12, where
we may need to partition the internal bus into several local buses
and each local bus associates with one set of TCM encoder/

Fig. 12. Implementation of TCM sub-system in case single-page programming
is being used.

Fig. 13. Programming data flow of (a) the first � � � pages and (b) the last
page for an � -page programming strategy.

Fig. 14. Read data flow when (a) the last page has not been programmed and
(b) the last page has already been programmed.

decoder to meet memory programming and read throughput
requirements.

To evaluate the hardware implementation cost, we use the
above 4-D TCM design solution as a test vehicle, which uses a
convolutional code with 8 trellis states and uses 16-level quan-
tization sensing scheme. The 4-D modulator and demodulator
are designed directly based on the hierarchical modulation and
demodulation schemes as described above, and we use the
register-exchange state-parallel Viterbi decoder architecture in
order to achieve a high decoding throughput. Interested readers
are referred to [17]–[19] for detailed discussions on high-speed
Viterbi decoder design. Using Synopsys synthesis tool set
with a 65-nm standard cell library, we have that one TCM
decoder can achieve 1 Gb/s throughput at 0.02 mm silicon
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Fig. 15. Structure of one local bus in case of multi-page programming.

area. Hence, to meet the target 2 Gbps, we need two sets of
TCM encoder/decoder, which occupy about 0.04 mm in total.
The results clearly suggest that, when using the single-page
programming strategy, implementation of the on-chip TCM
sub-system may only incur very small silicon cost.

B. TCM Sub-System in Case of Multi-Page Programming

When the multi-page programming strategy is being used,
each MLC memory cell stores data that belong to different pages
and hence are programmed at different time. For an -page
programming, since the worse-case threshold voltage window
noise margin (hence the worse-case raw storage reliability) oc-
curs only after the last page of data has been programmed, we
can use the BCH-only approach to protect the first pages
separately, as in current design practice, and use the BCH-TCM
concatenation when the last page is being programmed. Because
the convolutional code encoding in TCM encoding is done in
serial, a straightforward realization of TCM encoding may have
to first read all the previously programmed pages and
then follow the standard TCM encoding data flow as illustrated
in Fig. 5. However, this will incur a significant overhead on the
programming latency of the last page and hence may not be fea-
sible in practice.

Since not all the data participate in the convolutional code en-
coding (e.g., in the 4-D TCM solution presented above, within
each group of 8 bits, only 2 bits participate in the convolutional
code encoding and the other 6 bits are only involved in the 4-D
modulation), the above problem can be solved if we only make
the last page of data participate in the convolutional code en-
coding while use all the previously programmed pages as un-
coded data for multi-dimensional modulation. Therefore, in the
context of multi-page programming, we must design the TCM
sub-system in such a way that the convolutional code encoding
only involves the data in the last page. For an -page program-
ming, Figs. 13(a) and (b) illustrate the corresponding data flows
when the first pages and last page are being programmed,
respectively.

During the read operation, if the last page has not been pro-
grammed, each page can be read and decoded as in the current
design practice using BCH-only approach; if the last page has
already been programmed, we must carry out the on-chip TCM
decoding that provides the input to the off-chip BCH decoder
to recover the user data. The corresponding read data flows are
illustrated in Fig. 14.

When we program the last page, the multi-dimensional mod-
ulation cannot start until we read all the previous pages and

load them into the page buffer that may take as long as 50 s
[20]. Hence, it is desirable to minimize the latency induced by
multi-dimensional modulation, for which we propose to use a
two-level hierarchical on-chip bus partitioning approach. On
the first level, we partition the on-chip bus into several local
buses and each local bus associates with one set of TCM en-
coder/decoder, similar to the structure shown in Fig. 12 for the
single-page programming. On the second level, in order to im-
prove the multi-dimensional modulation parallelism, each local
bus is further partitioned into several segments, and each seg-
ment associates with one multi-dimensional modulator. This is
illustrated in Fig. 15, which shows that one local bus is par-
titioned into segments. Within the page buffer, the latches
that contains the data of the memory cells participating in one
multi-dimensional modulation are grouped, and all the local bus
segments associate with the same number of latch groups. Mod-
ulations are carried out in serial group-by-group within the same
local bus segment and parallel among all the segments. Modu-
lation for one latch group consists of three steps: 1) load the
data from the page buffer into the modulator through the local
bus segment; 2) modulate the data; and 3) send the modulated
data back to the latch group through the local bus segment. The
bus switches between adjacent local bus segments are switched
off during modulation process to enable the parallel operations
of all the modulators, and otherwise are switched on to form a
single local bus to support the TCM decoding and convolutional
code encoding within each local bus.

We evaluate the overall silicon cost of the above design
strategy using the 4-D TCM design solution for 2 bits per cell
NAND flash memories as a test vehicle. Because TCM decoding
is carried out on the data in two pages and we only need to
feed the TCM decoding output associated with the page being
read to the off-chip BCH decoder, the on-chip TCM decoder
must achieve 4 Gb/s throughput in order to support the target
2 Gb/s read throughput. Hence, based on the design results at
65-nm node presented above for single-page programming,
we need to partition the on-chip bus into four local buses,
each local bus associates with one TCM decoder and one
convolutional code encoder. All the four sets of TCM decoder
and convolutional code encoder occupy about 0.08 mm . The
silicon area of all the modulators depends on the page size
and the tolerable latency incurred by modulation. In case of
4 kB user data per page, we assume that 128 modulators are
being used in total. Since each latch group contains the data of
four memory cells, each modulator carries modulation for 64
latch groups. We set the clock frequency as 125 MHz (or clock
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period of 8 ns). Since each modulation takes three clock cycles,
the latency overhead incurred by modulation is estimated as

1.536 s, which is negligible compared
with the normal flash memory read latency. Based on the
synthesis results, the 128 modulators occupy about 0.07 mm
in total. Therefore, in case of 4 kB user data per page with
about 1.5 s modulation latency, the total silicon area overhead
is 0.15 mm . In case of 512 B user data per
page, if we keep the same modulation latency overhead, we
only need 16 modulators, leading to a total silicon area cost of

0.09 mm . The above results suggest that, even
in case of multi-page programming, implementation of on-chip
TCM sub-system may not incur significant implementation
overhead.

VII. CONCLUSION

This paper demonstrates that concatenated BCH-TCM
coding system holds a great promise to improve storage reli-
ability of MLC NAND flash memories. The key is to leverage
TCM to reduce the bit error rate, which can largely relieve the
burden of BCH codes, at no cost of extra redundant memory
cells. In particular, we designed a BCH-TCM concatenation
approach geared to 2 bits per cell NAND flash memories, and
its superior error correction performance over current design
practice has been demonstrated. We also present a simple
method that can make TCM better handle memory cell defects.
We further discuss the practical implementation issues of such
concatenated BCH-TCM coding schemes, and demonstrate
the silicon implementation efficiency through ASIC design at
65-nm technology node.
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