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Abstract—As a promising option to address the memory wall
problem, 3-D processor-DRAM integration has recently received
many attentions. Since DRAM dies should be stacked between
the processor die and package substrate, we have to fabricate a
large number of through-DRAM through-silicon vias (TSVs) to
connect the processor die and package for power and input/output
(I/O) signal delivery. Although such through-DRAM TSVs will
inevitably interfere with DRAM design and induce non-negligible
power consumption overhead, little prior research has been done
to study how to allocate these through-DRAM TSVs on the DRAM
dies and analyze their impacts. To address this open issue, this
paper first presents a through-DRAM TSV allocation strategy
that well fits to the regular DRAM architecture. Meanwhile, due
to the longer path between power/ground pads and processor
die, power delivery integrity issue may become more serious
in such 3-D processor-DRAM integrated systems. Decoupling
capacitor insertion is the most popular method to deal with power
delivery integrity issue in high-performance integrated circuits.
This paper further proposes to use 3-D stacked DRAM dies to
provide decoupling capacitors for the processor die. This can well
leverage the superior capacitor fabrication ability of DRAM to
reduce the area penalty of decoupling capacitor insertion on the
processor die. For its practical implementation, a simple uniform
decoupling capacitor network design strategy is presented. To
demonstrate through-DRAM TSV allocation and decoupling ca-
pacitor insertion strategy and evaluate involved tradeoffs, circuit
SPICE simulations and computer system simulations are carried
out to quantitatively demonstrate the effectiveness and investigate
various design tradeoffs.

Index Terms—3-D integration, decoupling capacitor, instruc-
tions per cycle (IPC), IR drop, power delivery, processor-DRAM
integrated system, through-silicon via (TSV).

I. INTRODUCTION

A S THE computing industry enters the multi-core era,
the looming memory wall problem [1] is becoming an

increasingly severe issue. Continuous technology scaling can
certainly integrate more SRAM and/or embedded DRAM on
the processor die, but it can hardly provide enough on-chip
memory capacity. Although embedded DRAM can achieve a
higher storage density than SRAM, its storage density is still at
least lower than commodity DRAM and it may noticeably
increase the processor die fabrication cost. As a promising
alternative to technology scaling, the emerging 3-D integration
technologies provide a viable solution to address this problem,
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i.e., by stacking multiple high-capacity DRAM dies and one
high-performance processor die together with massive short
through-silicon vias (TSVs), 3-D processor-DRAM integrated
systems can achieve drastically reduced memory access latency
and increased memory access bandwidth. This has been well
recognized by the computer architecture community and many
recent work [2]–[7] have explored and well demonstrated its
very encouraging potential.

Due to its energy-hungry nature, the high-performance
processor die tends to dissipate much more heat than the 3-D
stacked DRAM dies. Therefore, in high-performance 3-D
processor-DRAM integrated computing systems, the processor
die must directly attach to the heat spreader and heat sink.
Hence, the DRAM dies have to be stacked between the package
substrate and the processor die. As a result, we must fabricate
a certain number of TSVs that go through the stacked DRAM
dies to deliver a large amount of current and all the input/output
(I/O) signals from the package to the processor die. Clearly,
those through-DRAM TSVs will inevitably affect the DRAM
design and incur DRAM storage capacity degradation. More-
over, the through-DRAM power TSVs themselves may also
incur non-negligible power consumption overhead, particularly
as we stack many DRAM dies between the package substrate
and processor. Meanwhile, the power delivery path for pro-
cessor die in such 3-D processor-DRAM integration becomes
longer, which may result in non-negligible on-chip IR drop.
Furthermore, all the DRAM dies along the power delivery
path may also possibly contribute noise to the power delivery
path. However, all the prior studies on 3-D processor-DRAM
integrated systems did not explicitly take into account of the
above important and practical issues. Although it is of great
importance to fully study the impact of through-DRAM TSVs
on the system design, as recently pointed out by a keynote at
ISSCC’09 [8], little work has been done in the open literature
to the best of our knowledge.

This paper attempts to contribute to fill this missing link
by presenting two design techniques and comprehensive case
studies. First, we develop a through-DRAM power and signal
TSVs allocation strategy that can well fit into the regular
DRAM structure. In particular, since a large amount of power
TSVs may be inevitable in order to reliably deliver sufficient
current to the processor, we present a uniformly distributed
power TSV network design approach, which makes the fab-
rication of through-DRAM power TSVs do not interfere with
the DRAM design itself. Using this design strategy, designers
can easily adjust the tradeoff between the power consumption
overhead and DRAM storage capacity degradation induced
by through-DRAM power TSVs. Second, we introduce a
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DRAM-based decoupling capacitor insertion strategy to fur-
ther improve the quality of through-DRAM power delivery
for processor. As on-chip power supply voltage continues to
reduce in order to make power consumption under control,
high-performance processors are subject to increasingly signif-
icant run-time voltage fluctuations or variations, which tends
to demand a heavier use of decoupling capacitor insertion
along the power delivery path. The longer distance between
the package substrate and processor in 3-D processor-DRAM
integration can make this issue more critical. Motivated by the
fact that DRAM process is highly optimized for fabricating
high-capacitance capacitors with very small footprint, it is very
intuitive that, in 3-D processor-DRAM integrated computing
systems, DRAM dies can very effectively provide a large
amount of decoupling capacitors for the processor die at very
small area penalty. Following this intuition, this work further
presents a simple uniform decoupling capacitor network design
strategy to realize DRAM-based decoupling capacitors for the
3-D stacked processor die. By providing an abundant amount
of decoupling capacitors uniformly across the entire processor
die, this simple method does not require accurate circuit activity
analysis for decoupling capacitor allocation. Meanwhile, it does
not affect the structural regularity in DRAM design and may
only incur very small DRAM storage capacity degradation.

We modified the widely used memory modeling tool CACTI
[9] to quantitatively evaluate the above two design strategies.
The developed modeling tool can estimate the power consump-
tion overhead incurred by through-DRAM power TSVs, and
the DRAM capacity degradation incurred by through-DRAM
power TSVs and DRAM-based decoupling capacitors. We also
carried out extensive circuit SPICE simulations to further eval-
uate the decoupling efficiency. The modeling and simulation
consider a wide range of different system parameters, including
the number of DRAM dies, through-DRAM power TSV diam-
eters, and TSV-metal contact resistance. Moreover, using the
M5 full system simulator [10] and a wide range of benchmarks,
we evaluated the performance, in terms of instructions per cycle
(IPC), of such 3-D processor-DRAM integrated computing sys-
tems to further demonstrate the impact and tradeoffs of the pro-
posed design techniques.

The remainder of this paper is organized as follows. Section II
reviews the basics of 3-D integration technology and prior work
on 3-D processor-DRAM integration. Section III presents a
through-DRAM signal and power TSVs allocation strategy,
and Section IV presents power delivery integrity analysis when
using the proposed through-DRAM TSVs allocation strategy.
Section V presents a DRAM-based decoupling capacitor in-
sertion scheme to further improve the power delivery integrity,
and Section VI shows full system simulation results using the
M5 simulator under various design parameters. Conclusions
are drawn in Section VII.

II. BACKGROUND AND PRIOR WORK

A. 3-D Integration Technology

3-D integration refers to a variety of technologies which pro-
vide electrical connectivity between stacked multiple active de-
vice planes. Various 3-D integration technologies are currently

pursued and can be divided into the following three categories
[11].

1) 3-D packaging technology: It is enabled by wire bonding,
flip-chip bonding, and thinned die-to-die bonding [12]. Its
major limitation is very low inter-die interconnect density
(e.g., only few hundreds of inter-die bonding wires) com-
pared to the other emerging 3-D integration technologies.

2) Transistor build-up 3-D technology: It forms transistors
layer by layer, on poly-silicon films, or on single-crystal
silicon films. Although a drastically high vertical inter-
connect density can be realized, it is not readily compat-
ible to existing fabrication process and is subject to severe
process temperature constraints that tend to degrade the cir-
cuit electrical performance.

3) Monolithic, wafer-level, back-end-of-the-line (BEOL)
compatible 3-D technology: It is enabled by wafer align-
ment, bonding, thinning and inter-wafer interconnections
[13]. Realized by TSVs[14], inter-die interconnects can
have very high density. Wafer-level BEOL-compatible
3-D integration appears to be the most promising option
for high-volume production of highly integrated systems.
Therefore, this work assumes the use of wafer-level
BEOL-compatible 3-D integration technology and hence
the availability of TSVs for inter-die interconnect.

B. 3-D Processor-DRAM Integration

Although DRAM can realize a very high storage density, its
fabrication process is not compatible with that of high-perfor-
mance logic dies. As a result, in current design practice, DRAM
and processor always locate on separate chips connected with
chip-to-chip links. The limited bandwidth and relatively long
latency of chip-to-chip links greatly contribute to the looming
memory wall problem. Emerging 3-D integration technologies
make it possible to stack processor die and DRAM dies together
that are linked through TSVs with massive inter-die communi-
cation bandwidth and very low latency. Very intuitively, such
3-D processor-DRAM integration appears to be a very natural
solution to tackle the memory wall problem, hence it has at-
tracted many attentions in computer architecture community
and very promising results have been demonstrated (e.g., see
[2]–[7]).

One of major issues in 3-D integration is the heat dissipa-
tion of stacked dies. Microprocessors are generally very en-
ergy-hungry and hence tend to generate a significant amount of
heat, compared with which DRAM consume much less energy
and generate much less heat. Therefore, stacking a single micro-
processor die with multiple DRAM dies appears to be the most
plausible option, at least in the foreseeable future, in which the
microprocessor die locates closest to the heat sink. Such a 3-D
integration configuration has been assumed in most prior work.
Therefore, in this work, we only focus on the scenario where a
single processor die is stacked with multiple DRAM dies.

III. DRAM ARCHITECTURE DESIGN IN THE PRESENCE OF

THROUGH-DRAM TSVS

Fig. 1 illustrates the overall architecture of a 3-D processor-
DRAM integrated system. One side of the chip are heat sink,
heat spreader and thermal interface material, and the other side
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Fig. 1. 3-D processor-DRAM integrated system architecture.

Fig. 2. Layout of an example DRAM array with four banks [9].

of the chip are C4 bumps and package. Clearly, the un-thinned
processor die must be directly attached to thermal interface
material. All the thinned DRAM dies are stacked between
the package and processor die. Besides TSVs connecting the
processor die and DRAM dies, a large amount of TSVs are
fabricated to connect power and signal I/O pins between the
package and the processor die, which must go through all the
stacked DRAM dies and are referred to as through-DRAM
TSVs. It is obvious that through-DRAM TSVs will impact
the 3-D DRAM design and degrade DRAM storage capacity.
Nevertheless, how to design 3-D DRAM in the presence of
through-DRAM TSVs has not been ever addressed in the open
literature, and the impacts of through-DRAM TSVs on 3-D
integrated systems have been largely ignored in the prior work.
To address this open issue, this section presents a simple yet ef-
fective DRAM design method that can naturally accommodate
those through-DRAM TSVs.

A. Proposed Design Strategy

It is well known that, DRAM typically has a bank sub-bank
sub-array hierarchical structure as shown in Fig. 2, i.e., one

DRAM die consists of one or more banks that can be inde-
pendently accessed; each bank is divided into sub-banks, and
the data are read (written) from (to) one sub-bank during each
memory access to one bank; each sub-bank is further divided
into sub-arrays, and each sub-array contains an indivisible array
of DRAM cells surrounded by supporting peripheral circuits
such as word-line decoders and drivers, sense amplifiers (SAs),
and output drivers, etc.

Fig. 3 illustrates the proposed strategy to allocate through-
DRAM TSVs on DRAM dies and meanwhile maintain the reg-
ular DRAM architecture, where we consider the signal TSVs
and power TSVs separately. The motivation is described as fol-
lows. Since each signal TSV may simply use the minimal allow-
able TSV size (e.g., a few m of diameter) and microprocessors

Fig. 3. Proposed design strategy to allocate through-DRAM TSVs on 3-D
stacked DRAM dies.

typically have a few hundred signal I/Os, through-DRAM signal
TSVs tend to occupy a very small area on DRAM dies. Hence,
we proposed to simply reserve a region at the center of DRAM
dies dedicated for all the signal TSVs, as shown in Fig. 3. Mean-
while, we note that this strategy can readily decouple the design
of the DRAM dies and the microprocessor die, i.e., we can allo-
cate a large enough number of through-DRAM signal TSVs on
DRAM dies so that the same 3-D DRAM can serve for different
microprocessor dies with different amount of signal I/Os.

In comparison, through-DRAM power TSVs could have a
much bigger impact and result in nontrivial system design trade-
offs. Energy-hungry microprocessor dies typically need tens or
few hundreds of Ampere current, which may further increase
as the supply voltage continues to reduce. To maintain a rea-
sonable IR drop on the entire processor die (e.g., 10% or less
of power supply voltage), highly distributed through-DRAM
power TSVs must be used. Due to the non-negligible resistance
of TSVs, through-DRAM power TSVs may incur noticeable
power consumption overhead. To reduce such power consump-
tion overhead, we need to reduce the aggregate resistance of
through-DRAM power TSVs, hence we have to increase the ag-
gregate size of those power TSVs. Moreover, as more DRAM
dies are being stacked, the distance between the package and mi-
croprocessor die (i.e., the length of through-DRAM TSVs) will
increase. In order to maintain the same aggregate power TSV re-
sistance, we have to accordingly increase the size of each power
TSV and/or fabricate more power TSVs.

To readily accommodate the fabrication of a large amount
(e.g., thousands or tens of thousands) of through-DRAM power
TSVs, we propose to arrange a regular power TSV mesh net-
work around those individual DRAM sub-arrays, as illustrated
in Fig. 4. We first partition the entire array of DRAM sub-ar-
rays into a certain number of equal-size sub-array sets, then
put power TSV channels between all the adjacent sub-array
sets, where all the through-DRAM power TSVs uniformly dis-
tribute within all the channels, as shown in Fig. 4. We note
that this proposed through-DRAM TSV allocation strategy does
not change the existing DRAM wire profile and the number
of wiring layers. We can consider that the DRAM layout is
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Fig. 4. Illustration of through-DRAM power TSVs channels.

stretched to leave extra space between certain adjacent sub-ar-
rays for through-DRAM power TSV channels. All the address
and data routings in DRAM are either parallel or perpendicular
to those TSV channels. Since we only consider very coarse-
grained TSV pitch (e.g., tens of m in case studies presented
later), there should be enough space for address and data rout-
ings to readily go through TSV channels. By adjusting the pitch
and width of power TSV channels, we could vary the aggregate
size of through-DRAM power TSVs and hence tune the tradeoff
between the through-DRAM power delivery quality and DRAM
storage capacity degradation induced by power TSVs. Note that,
although the power TSV channels as illustrated in Fig. 4 have
the minimal width that can only accommodate one power TSV,
a wider power TSV channel can be used if more power TSVs
are required.

We note that these through-DRAM TSVs can also be used to
delivery power to all the DRAM tiers. In order to isolate power
delivery system for processor and DRAM and hence simplify
power noise estimation, we propose to use separate through-
DRAM TSVs to delivery power to processor and DRAM, e.g.,
92% through-DRAM TSVs are for processor power delivery
and 8% left for DRAM power delivery. Besides isolating power
delivery system for processor and DRAM, this approach can
also make it possible to reduce the TSV-metal contact number
in processor power delivery path, which we will discuss at the
end of Section III-B.

In order to quantitatively evaluate the performance of the
above design strategy, we need to calculate the area and power
consumption overhead incurred by through-DRAM TSVs based
on parameters such as thickness of each DRAM die, TSV re-
sistivity, TSV diameter, system power consumption, and power
supply voltage. The thickness of one DRAM die, denoted as ,
can be expressed as

(1)

where , , , and represent the thickness of the ad-
hesive layer, metal layers, active silicon layer, and substrate, re-
spectively. The resistance of through-DRAM power TSV, de-
noted as , consists of two parts, including the intrinsic
TSV resistance and contact resistance between TSVs and top

metal layer of DRAM and processor dies. The contact resistance
can be obtained from

(2)

where is the specific contact resistance and is the contact
area that approximately equals to the TSV cross-section area.
Since there is a contact between each through-DRAM power
TSV and the top metal layer of every DRAM or processor die,

can be expressed as

(3)

where is the resistivity of the material used to form power
TSV, is the number of DRAM dies, and is the
diameter of through-DRAM power TSVs. Let denote
the total number of through-DRAM power TSVs, among which
half of the TSVs connect to the power supply and half of the
TSVs connect to the ground. Hence, the average current flowing
through each through-DRAM power TSV, denoted as ,
can be estimated as

(4)

where is the power consumption of the processor die and
is processor die power supply voltage. The power consump-

tion on all the through-DRAM power TSVs, denoted as ,
can be written as

(5)

Therefore, combining the above equations, we have that the
power consumed by all the through-DRAM power TSVs is

(6)

Hence, given the value of , , , , , , ,
, , and , we can calculate the power overhead

induced by the through-DRAM power TSVs using (6). Mean-
while, the area occupied by power and signal TSVs, denoted as

, can be expressed as

(7)

where and are the length of DRAM along ver-
tical direction and horizontal direction, respectively, is the
width of through-DRAM power TSV channel, is the pitch of
signal TSV, , , and are the number
of horizontal power TSV channels, vertical power TSV chan-
nels, and signal TSVs, respectively.

B. Performance Evaluation

To quantitatively evaluate the area penalty on 3-D DRAM
after adding through-DRAM power and signal TSVs, we mod-
ified CACTI 5.3, the latest version of a memory modeling tool
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TABLE I
SYSTEM PERFORMANCE WITH POWER AND SIGNAL TSVS

CACTI [9], to explicitly take into account of the area over-
head induced by through-DRAM power and signal TSVs. In
all the simulations, we assume that the through-DRAM TSVs
are made of tungsten [15]. Resistivity of tungsten at 20 C is

m, and specific contact resistance is set to
[16]. We assume the 3-D integrated processor-

DRAM system has a footprint of 101 mm . We note that cur-
rent high-end multi-core microprocessors tend to have a die size
of around 200 mm among which almost half is occupied by a
shared last-level on-chip cache, e.g., the INTEL Xeon X5482 45
nm quad-core processor has a die size of 214 mm with a shared
12 MB L2 cache and 150 W power consumption [17]. Since
the high-capacity last-level on-chip cache can either be migrated
into the 3-D stacked DRAM or largely reduced because of the
3-D stacked DRAM, this work sets the footprint as 101 mm and
the processor power consumption as 150 W. We fix the number
of through-DRAM signal TSVs as 2048. The processor power
supply voltage is set to 1 V. In the foreseeable future, practical
aspect ratio of TSV is 10:1 or lower [18]. Hence, in this work the
maximum aspect ratio of TSV is set to 5:1 and the signal TSVs
always use the maximum aspect ratio. A through-DRAM power
TSV channel is created every four sub-arrays horizontally and
vertically. We set that 92% of the power through-DRAM TSVs
are used for processor power delivery and the others are used
for DRAM power delivery.

Given the above setup and assuming we stack 10 DRAM
dies, we use CACTI to estimate the area of 3-D DRAM after
adding through-DRAM TSVs and use the formulas derived
above to estimate the power consumptions overhead intro-
duced by through-DRAM TSVs with different configurations
in terms of DRAM die thickness, DRAM sub-array size and
through-DRAM power TSV diameter. The results are sum-
marized in Table I, which clearly shows the tradeoff between
the through-DRAM power TSVs’ impacts on storage capacity
and power consumption. This can be intuitively justified as
follows: In order to reduce the power consumed by the power
TSVs, we must reduce the aggregate power TSV resistance
by increasing the power TSVs’ number and/or the size of

Fig. 5. Impact of individual power TSV size on the DRAM storage capacity
versus power consumption overhead tradeoff. DRAM die thickness is 20 �m
and the number of DRAM dies is 10.

each power TSV, which will inevitably occupy more area on
the DRAM dies and hence result in a higher DRAM storage
capacity degradation. Results listed in Table I quantitatively
shows how different parameters could impact such storage
capacity versus power overhead tradeoff. For the purpose of
further illustration, Fig. 5 shows the impacts of the size of each
individual power TSV. As we reduce the DRAM sub-array
size, more power TSV channels will be created and hence the
number of TSVs will increase, which directly leads to less
power consumption overhead at the cost of a higher DRAM
storage capacity degradation. This is illustrated in Fig. 6.

Another important parameter is the DRAM substrate thick-
ness that directly determines the length of through-DRAM
TSVs. To maintain the same aggregate resistance of power
TSVs, as the DRAM substrate thickness increases, we have to
accordingly increase the aggregate size of power TSVs, leading
to a higher DRAM storage capacity degradation. As pointed
out in the above, we set the maximum aspect ratio of TSV is
5:1, so the minimum TSV diameter corresponding to substrate
thickness of 10, 20, 40, and 80 m is 2, 4, 8, and 16 m,
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Fig. 6. Impact of individual DRAM sub-array size on the DRAM storage ca-
pacity versus power consumption overhead tradeoff. DRAM die thickness is 20
�m, diameter of power TSV is 4 �m, and the number of DRAM dies is 10.

Fig. 7. 3-D DRAM capacity degradation with DRAM die thickness �� � in-
creasing. Through-DRAM power TSV maximum aspect ratio is set to 5:1 and
the number of DRAM dies is set to 10.

respectively, as shown in Table I. Fig. 7 further illustrates the
impact of DRAM substrate thickness.

Finally, it should be pointed out that the contact resistance
also has a significant impact. Results shown in Table I are ob-
tained by assuming the specific contact resistance is
cm . In practice, this value may vary and depends on partic-
ular fabrication and stacking technologies. In this study, we fur-
ther vary the specific contact resistance from
cm to cm to investigate the impacts of con-
tact resistance, and the results are shown in Fig. 8. It clearly
shows that the TSV power consumption overhead will in-
crease dramatically as the specific contact resistance increases.
Meanwhile, under a bigger specific contact resistance,
will change more dramatically as we reduce the TSV size. As
pointed out in the above, we set that there is a TSV-metal con-
tact every DRAM die, which appears to be the most practical
scenario in the foreseeable future. However, as suggested by
the results shown in Fig. 8, if the specific contact resistance
turns to be too large, we have to rely on more advanced TSV
fabrication and 3-D stacking technologies that could reduce the
TSV-metal contact number and/or resistance. For instance, if a
small number of DRAM dies are stacked and every DRAM die
is very thin, we may be able to fabricate TSVs that can go all
the way through these DRAM dies without etch stop and mean-

Fig. 8. Impact of contact resistance on through-DRAM power TSVs power
consumption. DRAM die thickness is set to 20 �m and the number of DRAM
dies is set to 10.

while maintain a reasonable TSV aspect ratio. In this case, we
can first align and bond all the DRAM dies together, then etch
a via through all DRAM dies without any TSV-metal contact,
followed by via filling. If we have to stack many DRAM dies,
to maintain a reasonable TSV aspect ratio we can partition all
the DRAM dies into several groups, within each group we fab-
ricate TSVs without an etch stop, and between adjacent groups
we use one etch stop. Therefore, although we cannot remove
all the TSV-metal contacts, we can still effectively reduce the
TSV-metal contact number. Finally, we note that in the absence
of TSV-metal contact at each DRAM tier, those through-DRAM
power TSVs can no longer provide power to the DRAM dies
due to the insulation barrier around each TSV. Hence, a sep-
arate power delivery system must be implemented to provide
power to those DRAM dies, e.g., as we pointed out earlier that
we could reserve 8% TSVs for DRAM power delivery by in-
tentionally introducing TSV-metal contact at each DRAM tier,
while make the other 92% TSVs go all the way through DRAM
tiers without any contact.

IV. POWER DELIVERY NETWORK INTEGRITY ANALYSIS

As pointed out above, there is a tradeoff between the through-
DRAM power TSVs’ impacts on storage capacity and power
consumption. When we want to reduce the power consumed on
through-DRAM power TSVs, we need to sacrifice more DRAM
die area to layout those through-DRAM power TSVs. Beyond
this tradeoff, the on-chip IR drop will also be affected by the
through-DRAM power TSVs. As the through-DRAM power
TSV channel resolution becomes coarse, the region surrounded
by adjacent through-DRAM power TSV channels will become
bigger. As a result, the IR drop within this region tends to in-
crease, especially at the center of this region. In this section, we
present further studies on power delivery integrity analysis when
the above through-DRAM power TSV implementation strategy
is being used.

A. Power Delivery Circuit Model

In order to analyze the power delivery integrity, we need to
first build the power delivery model for the entire 3-D processor-
DRAM integrated system. As pointed out earlier, we set that the
3-D DRAM dies locate on top of the processor, as illustrated
in Fig. 1. The on-chip grid structured power delivery networks
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Fig. 9. Power delivery network model.

Fig. 10. PDN unit model for bottom processor die.

(PDN) consists of an array of uniformly spaced metal wires [19],
[20]. Fed from the package through power I/Os, power enters
from the top-most die and travels to the lower dies through TSVs
and PDN, as shown in Fig. 9. We call the PDN between two
adjacent through-DRAM power TSV channels as a PDN unit.
Since we only concern the power delivery for the load on the
bottom-most processor die, we further derive the PDN unit for
processor die as shown in Fig. 10.

B. Simulation Results

In the following simulations, we use two metal layer PDN
unit as an example to show the design tradeoffs. The typical
sheet resistance in 45 nm node for top, medium and
bottom metal layer is 0.031, 0.196, and 0.224, respectively. In
real chips, the PDN can be composed by all the metal layers, but
it should be mainly built using top two metal layers. For purpose
of simplicity, we use two-metal-layer PDN unit and set the sheet
resistance as in our

Fig. 11. Current load model.

simulation. The width of the power and ground lines is set to 2
m and the line spacing is set to 10 m, i.e., the line pitch is

set to 12 m. The unit length inductance is set to 0.05 pH. The
package parasitic parameters are set to 0.2 nH and 0.01 . The
resistance of each power/ground TSV through each DRAM die
is estimated using the method described in Section III-B. The
supply voltage is 1 V. The PDN resolution in one PDN unit is
decided by the PDN unit size. For example, if the PDN unit size
is 680 m 680 m which equals to the area of sixteen DRAM
sub-arrays, given the power/ground line pitch of 12 m, we have
that the PDN unit resolution is 57 57 (i.e., ). Fol-
lowing the discussions in Section III-B, we keep the footprint
size and power consumption of the processor die as set to 101
mm and 150 W (70% for dynamic power and 30% for static
power, i.e., leakage power), respectively. The power consump-
tion of DRAM is set to 3 W. We assume 16 current load evenly
distributed within each PDN unit. Every current load is mod-
eled as a triangular current source with 100 ps rise time, 150 ps
fall time, and 300 ps cycle time (2.5 GHz), as shown in Fig. 11
[21]. For the PDN under evaluation, we set the total current as
two times higher than the average PDN unit current across the
processor die.

Figs. 12 and 13 show the simulated maximum IR drop results
under different DRAM sub-array sizes and different power
TSV sizes. The maximum IR drop steadily decreases as DRAM
sub-array size decreases, as shown in Fig. 12. When DRAM
sub-array size decreases, the size of each PDN unit, which is
surrounded by adjacent through-DRAM power TSV channels,
becomes smaller, which in turn leads to less maximum IR drop.
Meaning while, as shown in Fig. 6, the DRAM capacity degra-
dation tends to increase as DRAM sub-array size decreases.
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Fig. 12. Maximum IR drop under different DRAM sub-array size (without de-
coupling capacitors). DRAM die thickness is set to 40 �m and the number of
DRAM dies is set to 10.

Fig. 13. Maximum IR drop under different through-DRAM power TSV di-
ameters (without decoupling capacitors). DRAM die thickness is set to 40 �m
and the number of DRAM dies is set to 10. DRAM sub-array size is set to
0.0578 mm .

Therefore, the results suggest a clear tradeoff between IR drop
and DRAM capacity degradation. However, the effects of
through-DRAM power TSV diameter on the maximum IR drop
are more complex. As shown in Fig. 13, when the diameter of
through-DRAM power TSVs increases from 8 m to 32 m,
the maximum IR drop will decrease first and then increase.
As we increase the diameter of through-DRAM power TSVs,
the resistance of through-DRAM power TSVs will accordingly
reduce, which can reduce IR drop. However, the number of
through-DRAM power TSVs around each PDN unit will also
reduce as power TSVs become bigger, which tends to result in
larger IR drop within each PDN unit. Therefore, there should
be an optimal power TSV diameter, which is 16 m in our sim-
ulation as shown in Fig. 13. Simulation results for DRAM tier
PDN shows the same trend except that the maximum IR drop
is always well below 10% of the power supply voltage, which
suggests that 8% of power through-DRAM TSVs appears to be
enough for DRAM tiers power delivery.

V. REALIZATION OF DECOUPLING CAPACITORS IN 3-D DRAM

As on-chip power supply voltage continues to reduce in order
to make power consumption under control, high-performance
integrated circuits, particularly microprocessors, are subject to

Fig. 14. Proposed decoupling capacitors network in 3-D DRAM.

increasingly significant run-time voltage fluctuations or varia-
tions. This has greatly contributed to the emerging design in-
tegrity crisis [21]. Decoupling capacitor insertion is one of the
most effective means to reduce voltage variations [19], [22].
However, in current design practice, decoupling capacitors may
occupy a non-negligible amount of chip area. More importantly,
it is nontrivial to decide where and how much decoupling ca-
pacitors should be inserted across the chip. This tends to de-
mand accurate knowledge of circuit run-time activities across
the die, which may not always be available in the design time.
Intuitively, the longer distance between the package substrate
and processor can make this issue more critical in 3-D pro-
cessor-DRAM integration.

For our interested 3-D processor-DRAM integrated com-
puting systems, because DRAM fabrication process is highly
optimized for fabricating high-capacitance capacitors with
small area, it is intuitive that we should use the stacked DRAM
to provide decoupling capacitors for the processor die. To
embed decoupling capacitors in 3-D DRAM, one may expect
to simply put decoupling capacitors exactly on top of the hot
spots of the processor. However, such an ad hoc approach tends
to suffer from two drawbacks: 1) DRAM has a very dense and
regular structure. Such ad hoc decoupling capacitor allocation
will introduce a certain degree of structural non-regularity,
which can greatly complicate the DRAM design and degrade
DRAM storage density. 2) Using such an ad hoc approach
demands the design of processor and DRAM closely coupled,
which will largely complicate the overall system design and
make the 3-D DRAM design less reusable.

To solve the above problems, we propose an uniform decou-
pling capacitors network design method as shown in Fig. 14.
One or more circles of decoupling capacitors are formed
around each individual DRAM sub-array. Each individual
decoupling capacitor is fabricated as the capacitor being used
in each DRAM cell. The exact amount of decoupling capacitors
is determined according to system constrains, such as clock
frequency, worst-case peak current load, and maximum voltage
ripple tolerance. The decoupling capacitors on each side of
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Fig. 15. Power delivery network model for processor die with decoupling ca-
pacitors.

one DRAM sub-array are connected together in parallel as a
large side decoupling capacitor. The side decoupling capacitors
vertically aligned across all the DRAM dies are further con-
nected in parallel through TSVs and form a super decoupling
capacitor, which is fed to the processor. Clearly, this simple
uniform decoupling capacitor network design well fits to the
inherently dense and regular DRAM structure, and meanwhile
largely decouples the design of processor and DRAM. Once
we decide the locations of all the TSVs that connect processor
and DRAM, the processor and DRAM design can be carried
out independently, which can reduce the overall system de-
sign complexity and improve component reusability. Finally,
since all the decoupling capacitors along each side of DRAM
sub-arrays are connected together to form a super decoupling
capacitor, only small number of TSVs, which is linearly pro-
portional to the number of DRAM sub-arrays, is required.

We carried out simulations to evaluate the performance of
the above uniform decoupling capacitor network design in 3-D
processor-DRAM integrated systems. In the following, we first
present the circuit model under which the circuit SPICE simu-
lations are carried out, then present the simulation results.

A. Power Delivery Circuit Model

The PDN unit model without decoupling capacitors is shown
in Fig. 10. After adding decoupling capacitors around every
DRAM sub-array, the PDN unit model with decoupling capac-
itors is shown as Fig. 15, which can be simplified to the circuit
model as shown in Fig. 16. The parasitic parameters in the rect-
angles from top to bottom represent the TSV parasitic parame-
ters, decoupling capacitors parasitic parameters, local PDN par-
asitic parameters, global PDN parasitic parameters, and package
parasitic parameters respectively. Functionally, the circuits can
be divided into two parts, including the following:

1) decoupling capacitors discharging circuits through which
the decoupling capacitors can release charges to the load
when there is a big current on the load;

Fig. 16. Circuit model of power delivery network.

2) decoupling capacitors recharging circuits through which
the decoupling capacitors restore its charges through power
supply before the next clock cycle.

Both the distance between power supply and decoupling capac-
itors and the distance between decoupling capacitors and cur-
rent load affect the effectiveness of the decoupling capacitors.
As the distance between decoupling capacitors and current load
increases, the voltage drop on the parasitic resistance and induc-
tance of the PDN will become bigger, which will degrade the de-
coupling effectiveness. The time required to recharge the decou-
pling capacitors depends on the distance between power supply
and decoupling capacitors. If the recharging time is longer than
the current load period, decoupling capacitors cannot be fully
recharged and may fail to reach its full decoupling capability.

B. Simulation Results

In this work, we assume that two circles of decoupling ca-
pacitors are added around each DRAM sub-array. We still use
CACTI to model each DRAM die while considering the area
overhead incurred by the extra circles of decoupling capacitors
around each individual DRAM sub-array. The footprint of the
3-D processor-DRAM integrated system is still fixed as 101
mm as we set in the Section V-B, under which each DRAM
die can support 1 Gb with 2048 I/Os based on CACTI estima-
tion results at 45 nm node. All the other simulation parameters
and constraints are the same as those in Section V-B. Given these
configurations, we use the circuit model shown in Fig. 15 to run
SPICE simulations to estimate the voltage of every node in this
circuit model, find the minimum value of them and hence esti-
mate the maximum IR drop. Table II lists estimated maximum
IR drop under different configurations.

As shown in Table II, we considered a set of combinations
of different size of individual DRAM sub-array hence different
decoupling capacitance around each sub-array, different spe-
cific contact resistance and different number of DRAM dies.
The results quantitatively show the trade-off between decou-
pling efficiency and DRAM storage capacity: As we reduce the
size of each DRAM sub-array, the uniform decoupling capac-
itor network will become denser and the PDN unit size will be-
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TABLE II
DECOUPLING CAPACITORS PERFORMANCE

Fig. 17. Maximum IR drop under different DRAM sub-array size (with and
without decoupling capacitors). DRAM die thickness is set to 40 �m and the
number of DRAM dies is set to 10.

come smaller, which leads to smaller IR drop under the same
current load. Clearly, a denser decoupling capacitor network
tends to occupy more silicon area and hence reduce the overall
DRAM storage capacity. To further illustrate the results, Fig. 17
shows the maximum IR drop in one PDN unit with and without
decoupling capacitors under different DRAM sub-array size.
With decoupling capacitors, the maximum IR drop can be re-
duced up to 61.3% compared to the scenarios without decou-
pling capacitors.

Moreover, the number of DRAM dies may also affect the de-
coupling efficiency. Results in Table II show that the maximum
IR drop will accordingly increase as the number of DRAM dies
increases. Although more DRAM dies provide more decoupling
capacitors, it will meanwhile increase the recharging path from
the power supply to decoupling capacitors. Since the recharging
path play a more important role, the decoupling efficiency tends
to degrade as we stack more DRAM dies. Fig. 18 further illus-
trates the maximum IR drop versus the number of DRAM dies
under different DRAM sub-array sizes.

We note that the effectiveness of decoupling capacitors is also
affected by the parasitic parameters of power TSVs. It is clear

Fig. 18. Maximum IR drop vs. the number of DRAM dies with different
DRAM sub-array size. DRAM die thickness is set to �� ��. The contact
resistance is set to � � �� � � cm . The diameter of the through-DRAM
power TSV is set to 8 �m.

Fig. 19. Effect of TSV specific contact resistance on decoupling efficiency.
DRAM die thickness is set to 40 �m and the number of DRAM dies is set to
10. The diameter of the through-DRAM power TSV is set to 8 �m.

that the decoupling effectiveness drops as the TSV specific con-
tact resistance becomes bigger. For the purpose of evaluation,
we carry out SPICE simulations over a range of TSV specific
contact resistance values as shown in Fig. 19.

VI. FULL COMPUTING SYSTEM SIMULATIONS

As we can see from the above discussions, under the same
footprint size 3-D DRAM will have different capacity given dif-
ferent design parameters. In a consequence, the 3-D processor-
DRAM integrated system will have different memory resources,
which can lead to different computing system performance that
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Fig. 20. Simulated computing system performance under different configurations: (a) harmonic mean IPC with different number of DRAM tiers; (b) harmonic
mean IPC with different power TSV diameter; (c) harmonic mean IPC with different DRAM sub-array size; (d) harmonic mean IPC with different DRAM I/O
width.

TABLE III
BENCHMARK CONFIGURATION IN FULL SYSTEM SIMULATIONS

TABLE IV
CONFIGURATION PARAMETERS OF M5 SIMULATOR

is typically measured in terms of instruction per cycle (IPC).
In order to investigate the impacts of different DRAM design
parameters on computing system performance, we carried out
system performance simulations using the M5 full system sim-
ulator [10] developed by the University of Michigan. We assume
the processor die contains four 2.5 GHZ cores and choose three
different benchmark sets according to different L1 data cache
miss rate, each set contains four different SPEC2000 bench-
marks as listed in Table III. Detailed configuration parameters
for M5 are listed in Table IV. We note that we remove on-chip
L2 cache and assume the 3-D DRAM serves as the next-level
memory after L1 cache. The total 3-D DRAM storage capacity
and 3-D DRAM access latency are obtained from CACTI mod-
eling based upon various design parameters including DRAM

tier number, TSV diameter, sub-array size, and memory band-
width. We note that the 3-D DRAM access latency tends not to
vary largely and is around 20 ns (i.e., 50 CPU cycles) in this
case study.

The simulated harmonic mean IPC (HMIPC) performance is
shown in Fig. 20. Fig. 20(a) shows the HMIPC under different
number of DRAM tiers. HMIPC decreased as the number of
DRAM tiers decreased, since less DRAM tiers provided less
memory resources. On the other hand, decoupling efficiency
will drop as we increase the number of DRAM tiers. Therefore,
there should be a tradeoff between the decoupling efficiency and
IPC performance. Fig. 20(b) shows the HMIPC under different
power TSV diameter. As we have seen from Fig. 5, 3-D DRAM
capacity degradation will become bigger as the through-DRAM
power TSV diameter increasing, which leads to HMIPC drop
slightly as the through-DRAM power TSV diameter increases.
Fig. 20(c) shows the HMIPC under different DRAM sub-array
sizes. With the same DRAM die footprint, bigger DRAM sub-
array size leads to a higher storage density, and hence higher
capacity, which can lead to a slightly higher HMIPC. Fig. 20(d)
shows the HMIPC under different DRAM I/O width. Although a
higher bandwidth can reduce the on-chip cache miss penalty and
hence can improve HMIPC, it meanwhile can result in storage
density degradation. Therefore, there should be a design tradeoff
and optimal configuration of DRAM bandwidth. As shown in
Fig. 20(d), as we increase the bandwidth from 256 bits, the
HMIPC first improves because the reduced on-chip cache miss
penalty overweighs the reduced DRAM storage capacity; how-
ever if the bandwidth becomes too large (e.g., 2048 bits), the
HMIPC begins to degrade because the reduced SRAM storage
capacity begins to overweigh the reduced on-chip cache miss
penalty.
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VII. CONCLUSION

This paper addresses the issue of DRAM design in the
presence of through-DRAM TSVs in 3-D processor-DRAM
integrated computing systems. We present a simple method to
allocate through-DRAM power and signal TSVs, which can
well fit to the regular DRAM architecture and hence minimize
the interference to the DRAM design. Those through-DRAM
TSVs inevitably incur a tradeoff between DRAM storage
capacity degradation and power consumption overhead, which
has been studied through memory modeling and circuit sim-
ulations over a wide range of parameters. To improve the
through-DRAM power delivery integrity, this paper further
proposes a method to implement decoupling capacitors for the
processor die. The objective is to provide abundant decoupling
capacitors at minimal cost by leveraging the proximity between
processor die and DRAM dies and the superior capacitor
fabrication ability of DRAM. A simple uniform decoupling
capacitor network design strategy is presented, which directly
adds extra capacitors around each individual DRAM sub-array
as decoupling capacitors. This method can maintain the in-
herent regularity of DRAM structure and largely decouple the
design of processor and DRAM dies. Further circuit simu-
lations and computing system simulations are carried out to
demonstrate the effectiveness of this method and the involved
design tradeoffs.
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