The Broadcast Approach in Communication Networks

Ali Tajer¹,*†, Avi Steiner²† and Shlomo Shamai (Shitz)²†

¹ Department of Electrical, Computer, and Systems Engineering, Rensselaer Polytechnic Institute, Troy, NY 12180, USA
² Faculty of Electrical Engineering, Technion—Israel Institute of Technology, Haifa 3200003, Israel; steiner.avi@gmail.com (A.S.); sshlomo@ee.technion.ac.il (S.S.)
* Correspondence: tajer@ecse.rpi.edu; Tel.: +1-518-276-8237
† The authors contributed equally to this work.

Abstract: In this paper we review the theoretical and practical principles of the broadcast approach to communication over state-dependent channels and networks in which the transmitters have access to only the probabilistic description of the time-varying states while remaining oblivious to their instantaneous realizations. When the temporal variations are frequent enough, an effective long-term strategy is adapting the transmission strategies to the system’s ergodic behavior. However, when the variations are infrequent, their temporal average can deviate significantly from the channel’s ergodic mode, rendering a lack of instantaneous performance guarantees. To circumvent a lack of short-term guarantees, the broadcast approach provides principles for designing transmission schemes that benefit from both short- and long-term performance guarantees. This paper provides an overview of how to apply the broadcast approach to various channels and network models under various operational constraints.

Keywords: broadcast; broadcast channel; channel state information; degradedness; interference channel; multiple-access channel; networks; relay; slow-fading; superposition coding
# Contents

1 Motivation and Overview ........................................ 4
  1.1 What is the Broadcast Approach? ............................. 4
  1.2 Degradedness and Superposition Coding ..................... 5
  1.3 Application to Multimedia Communication .................. 6

2 Variable-to-Fixed Channel Coding ................................ 7
  2.1 Broadcast Approach in Wireless Channels .................. 7
  2.2 Relevance to the Broadcast Channel ......................... 8
  2.3 The SISO Broadcast Approach—Preliminaries ............... 9
  2.4 The MIMO Broadcast Approach ............................... 15
    2.4.1 Weak Supermajorization .................................. 16
    2.4.2 Relation to Capacity ...................................... 16
    2.4.3 The MIMO Broadcast Approach Derivation ............... 17
    2.4.4 Degraded Message Sets .................................... 19
  2.5 On Queuing and Multilayer Coding ......................... 21
    2.5.1 Queue Model—Zero-Padding Queue ...................... 22
    2.5.2 Delay Bounds for a Finite Level Code Layering ....... 23
    2.5.3 Delay Bounds for Continuum Broadcasting ............. 24
  2.6 Delay Constraints ............................................. 27
    2.6.1 Mixed Delay Constraints ................................. 27
    2.6.2 Broadcasting with Mixed Delay Constraints .......... 28
    2.6.3 Parallel MIMO Two-State Fading Channel .............. 30
    2.6.4 Capacity of Degraded Gaussian Broadcast Product Channels .... 31
    2.6.5 Extended Degraded Gaussian Broadcast Product Channels .... 32
    2.6.6 Broadcast Encoding Scheme ............................... 32
  2.7 Broadcast Approach via Dirty Paper Coding ................. 35

3 The Multiple Access Channel .................................... 35
  3.1 Overview ..................................................... 35
  3.2 Network Model ............................................... 37
    3.2.1 Discrete Channel Model .................................. 37
    3.2.2 Continuous Channel Model ............................... 38
  3.3 Degradedness and Optimal Rate Splitting .................... 38
  3.4 MAC without CSIT—Continuous Channels ................... 38
  3.5 MAC without CSIT—Two-State Channels: Adapting Streams to the Single-User Channels .................. 39
  3.6 MAC without CSIT—Two-State Channels: State-Dependent Layering ............................. 40
  3.7 MAC without CSIT—Multi-State Channels: State-Dependent Layering ............................. 45
  3.8 MAC with Local CSIT—Two-State Channels: Fixed Layering ........................................... 47
  3.9 MAC with Local CSIT—Two-State Channels: State-Dependent Layering ............................. 48
  3.10 MAC with Local CSIT—Multi-State Channels: State-Dependent Layering .......................... 51

4 The Interference Channel ........................................ 54
  4.1 Overview ..................................................... 54
  4.2 Broadcast Approach in the Interference Channel—Preliminaries ........................................... 55
  4.3 Two-User Interference Channel without CSIT ............... 56
    4.3.1 Successive Decoding: Two-State Channel ............... 57
    4.3.2 Successive Decoding: ℓ-State Channel ................... 58
    4.3.3 Average Achievable Rate Region ......................... 59
    4.3.4 Sum-Rate Gap Analysis ................................. 60
  4.4 N-User Interference Channel without CSIT .................. 63
  4.5 Two-User Interference Channel with Partial CSIT .......... 64
    4.5.1 Two-User Interference Channel with Partial CSIT—Scenario 1 ................................. 64
    4.5.2 Two-User Interference Channel with Partial CSIT—Scenario 2 ................................. 65
1. Motivation and Overview
1.1. What is the Broadcast Approach?

The information- and communication-theoretic models of a communication channel are generally specified by the probabilistic description of the channel’s input and output relationship. The output, subsequently, depends on the channel input and the state process of the channel. The channel’s probabilistic description changes over time in various domains, rendering a time-varying channel state process. These, for instance, include mobile wireless communications, storage systems, and digital fingerprinting, where all have time-varying communication mediums. Reliable communication generally necessitates transmitting an encoded message over multiple channel uses. Therefore, temporal fluctuations in channel states can cause a significant impediment to sustaining reliable communications. When channel states are known to the transmitters, the encoders can be guided to adjust the transmission rates in response to the changes in the channel’s actual states. When a transmitter is informed of the channel state (e.g., via side information or feedback), it can adopt variable-length channel coding, the fundamental performance limits of which are well-investigated [1–5].

While desirable, informing the transmitters of the time-varying state process can be practically prohibitive in a wide range of existing or emerging communications technologies. In such circumstances, while the encoders cannot adapt their transmissions to channel states, there is still the possibility of adapting the decoders to the channel states. The information-theoretic limits of communication over such state-dependent channels when the transmitters have only access to the statistical description of the channel state process is studied broadly under the notion of variable-rate channel coding [6]. When the temporal variations are frequent enough, an effective long-term strategy is adapting the transmission strategies to the system’s ergodic behavior. However, when these variations are infrequent, their temporal average can deviate significantly from the channel’s ergodic mode, rendering the ergodic metrics (e.g., ergodic capacity) unreliable performance targets.

State-dependent channels appear in various forms in communication systems. A prevalent example is mobile wireless channels, which undergo fading processes. Fading induces time-varying states for the channel, resulting in uncertainty about the network’s state at all transmitter and receiver sites [7]. Other examples include opportunistic scheduling, in which the transmitter adjusts encoding and transmission based on a quality-of-service metric that depends on the state of the channel [8–10], e.g., signal-to-noise ratio, latency, and throughput; opportunistic spectrum access (across time, space, and frequency); and cognitive radio communication, in which the quality of communication relies on the access to the spectrum resources [11,12]. This survey paper focuses primarily on the fading process in different network models and the mechanisms for circumventing transmitters’ lack of information about random fading processes. Nevertheless, most techniques that we will review can be adjusted to cater to other forms of state-dependent channels as well.

When wireless channels undergo fading, a useful convention to circumvent uncertainties about the fading process is establishing training sessions to estimate channel states. Such sessions should repeat periodically commensurate to how frequently the states vary. Depending on the multiplexing mode in a communication channel, the training sessions are either bidirectional (e.g., in frequency-division multiplexing systems) or they are unidirectional and ensued by feedback sessions (e.g., in time-division multiplexing systems). While effective in delivering the channel state to the receiver sites, both mechanisms face various challenges for delivering the same information to the transmitters. For instance, establishing channels in both directions is not always feasible, and even when it is, feedback communication incurs additional costs and imposes additional latency. Such impediments are further exacerbated as the size of a network grows.

When the probabilistic model of the process is known, an alternative approach to channel training and estimation is hedging against the random fluctuations. When the fluctuations are rapid enough, an effective long-term strategy is adapting the transmission strategies to the system’s ergodic behavior. A widely-used instance of this is the ergodic
capacity as a reliable transmission rate for a channel that undergoes a fast-fading process. On the other hand, when the fluctuations occur in time blocks, which is often the case, an effective strategy is the outage strategy, aiming to meet target reliability with a pre-specific probabilistic guarantee. An example of an outage strategy is adopting the notion of outage capacity, which evaluates the likelihood of reliable communication at a fixed transmission rate [13]. When the actual channel realization can sustain the rate, the transmission is carried out successfully; otherwise, it fails, and no message is decoded [7,13]. The notions of outage and delay-limited capacities are studied extensively for various networks, including the multiple access channel (c.f. [14–19] and references therein).

While the ergodic and outage approaches provide long-term probabilistic performance guarantees, they lack instantaneous guarantees. That is, each communication session faces a chance of complete failure. For instance, when the channel’s instantaneous realization does not sustain a rate equal to the ergodic or outage capacity, the entire communication session over that channel will be lost. To circumvent a lack of short-term guarantees, the broadcast approach provides principles for designing transmission schemes that benefit from both short- and long-term performance guarantees. In information-theoretic terms, the broadcast approach is called \textit{variable-to-fixed} channel coding [6].

1.2. Degradedness and Superposition Coding

The broadcast approach ensures a minimum level of successful communication, even when the channels are in their weakest states. In this approach, any channel realization is viewed as a broadcast receiver, rendering an equivalent network consisting of several receivers. Each receiver is designated to a specific channel realization, and it is degraded with respect to a subset of other channels. Designing a broadcast approach for a channel model has the following two pivotal elements.

1. **Degradedness in channel realizations:** The first step in specifying a broadcast approach for a given channel pertains to designating a notion of degradedness that facilitates rank-ordering different realizations of a channel based on their relative strengths. The premise for assigning such degradedness is that if communication is successful in a specific realization, it will also be successful in all realizations considered stronger. For instance, in a single-user single-antenna wireless channel that undergoes a flat-fading process, the fading gain can be a natural degradedness metric. In this channel, as the channel gain increases, the channel becomes stronger. Adopting a proper degradedness metric hinges on the channel model. While it can emerge naturally for some channels (e.g., single-user flat-fading), in general, selecting a degradedness metric is rather heuristic, if possible at all. For instance, in the multiple access channel, the sum-rate capacity can be used as a metric to designate degradedness, while in the interference channel, comparing different network realizations, in general, is not well-defined.

2. **Degradedness in message sets:** Parallel to degradedness in channel realization, in some systems, we might have a natural notion of degradedness in the message sets as well. Specifically, in some communication scenarios (e.g., video communication), the messages can be naturally divided into multiple ordered layers that incrementally specify the entire message. In such systems, the first layer conveys the baseline information (e.g., the lowest quality version of a video); the second layer provides additional information that incrementally refines the baseline information (e.g., refining video quality), and so on. Such a message structure specifies a natural way of ordering the information layers, which should also be used by the receiver to retrieve the messages successfully. Specifically, the receiver starts by decoding the baseline (lowest-ranked) layer, followed by the second layer, and so on. While some messages have inherent degradedness structures (e.g., audio/video signals), that is not the case in general. When facing messages without an inherent degradedness structure, a transmitter can still split a message into multiple, independently generated information layers. The decoders, which are not constrained by decoding the layers in any...
specific order, will decode as many layers as they afford based on the actual channel realization.

In a communication system, in general, the states of degradedness in channel realizations and degradedness in message sets can vary independently. Subsequently, designing a broadcast approach for a communication system hinges on its channel and message degradedness status. By leveraging the intuitions from the known theories on the broadcast channel, we briefly comment on different combinations of the degradedness states.

- **Degraded message sets.** A message set with an inherent degradedness structure enforces a prescribed decoding order for the receiver.
  - Degraded channels. When there is a natural notion of degradedness among channel realizations (e.g., in the single-user single-antenna flat-fading channel), we can designate one message to each channel realization such that the messages are rank-ordered in the same way that their associated channels are ordered. At the receiver side, based on the actual realization of the channel, the receiver decodes the messages designated to the weaker channels, e.g., in the weakest channel realization, the receiver decodes only the lowest-ranked message, and in the second weakest realization, it decodes the two lowest-ranked messages, and so on. Communication over a parallel Gaussian channel is an example in which one might face degradedness both in the channel and the message [20].
  - General channels. When lacking a natural notion of channel degradedness (e.g., in the single-user multi-antenna channel or the interference channel), we generally adopt an effective (even though imperfect) approach to rank order channel realizations. These orders will be used to prescribe an order according to which the messages will be decoded. The broadcast approach in such settings mimics the Körner–Marton coding approach for broadcast transmission with degraded message sets [21]. This approach is known to be optimal for a two-user broadcast channel with a degraded set of messages, while the optimal strategy for the general broadcast approach is an open problem despite the significant recent advances, e.g., [22].

- **General message sets.** Without an inherent degradedness structure in the message, we have more freedom to generate the message set and associate the messages to different channel realizations. In general, each receiver has the freedom to decode any desired set of messages in any desired order. The single-user multi-antenna channel is an important example in which such an approach works effectively [23]. In this setting, while the channel is not degraded in general, different channel realizations are ordered based on the singular values of the channel matrix’s norm, which implies an order in channel capacities. In this setting, it is noteworthy that the specific choice of ordering the channels and assigning the set of messages decoded in each realization induces degradedness in the message set.

Built based on these two principles, and following the broadcast approach to compound channels [24], the notion of broadcast strategy for slowly fading single-user channel was initially introduced for effective single-user communication [25].

### 1.3. Application to Multimedia Communication

The broadcast approach has a wide range of applications that involve successive and incremental retrieval of information sources. Representative examples include image compression and video coding systems, which can be naturally integrated with the successive refinement techniques [26,27]. Specifically, the broadcast approach’s underlying premise is to allow the receivers to decode the messages only partially, as much as the channels’ actual instantaneous realizations allow. This is especially relevant in audio/video broadcast systems, in which even partially decoding the messages still renders signals that are aurally or visually interpretable or recognizable. In these systems, a transmitter is often oblivious to the instantaneous realization of the channels, and the quality of its channel shapes the
quality of the audio or video signal recovered. This is also the principle widely used in communication with successive refinement, in which a message is split into multiple layers. A baseline layer carries the minimal content that allows decoding an acceptable message. The subsequent layers successively and progressively add more details to the message, refining its content and quality. This approach enables digitally achieving a key feature of analog audio and video transmission: the quality of communication is a direct function of the channel quality, while there is no channel state information at the transmitter.

In this review paper, we start by reviewing the core ideas in designing a broadcast approach in the single-user wireless channel in Section 2. In this section, we address both single-antenna and multi-antenna systems under various transmission constraints. Next, we provide an overview of the applications to the multiple access channel in Section 3. This section discusses settings in which transmitters are either entirely or partially oblivious to the channel states. Sections 4 and 5 will be focused on the interference channel and the relay channel, respectively. A wide range of network settings will be discussed in Section 6, and finally, Section 7 provides a perspective on the possible directions for extending the theory and applications of the broadcast approach.

2. Variable-to-Fixed Channel Coding

As pointed out earlier, the broadcast approach is, in essence, a variable-to-fixed channel coding [6] for a state-dependent channel, where the state realization is known only at the receiver. While being oblivious to the channel realizations, the transmitter has access to the probabilistic description of the channel. The key idea underpinning the broadcast approach is splitting the transmitted message into multiple independent layers and providing the receiver with the flexibility to decode as many layers as it affords, depending on the channel's actual state. While the concept is general and can be applied to a wide range of state-dependent channels, in this paper we focus on wireless channels.

2.1. Broadcast Approach in Wireless Channels

In wireless communications, the channels undergo random fading processes. In these systems, the channel state corresponds to a fading gain, and the channel state statistical description is characterized by the probability model of the fading process [7,23,25,28]. The relative duration of the channel's coherence time to the system's latency requirement specifies the channel's fading condition. Specifically, slow (fast) fading arises when the channel's coherence time is large (small) relative to the system's latency requirement. In particular, slowly fading channels are commonly when a mobile front-end moves slowly relative to the data transmission rate. Such a model is especially apt in modern communication systems with high spectral efficiency and data rates.

In systems with slowly-fading channels, a receiver can estimate the channel fading coefficients with high accuracy. This motivates considering the instantaneous and perfect availability of the channel state information (CSI) at the receiver sites. On the other hand, acquiring such CSI at the transmitter sites (CSIT) can be either impossible, due to the lack of a backward channel from a receiver to its respective transmitter; prohibitive, due to the extensive costs associated with backward communication; or unhelpful, due to a mismatch between the stringent latency constraints and the frequency of backward communication. Hence, in these circumstances, properly circumventing the lack of perfect CSIT plays a pivotal role in designing effective communication schemes.

Capitalizing on the system's ergodic behavior (e.g., setting the transmission rate to the ergodic capacity of a channel) effectively addresses the lack of CSIT [7]. However, this is viable only when the transmission is not facing any delay constraints, and the system is allowed to have sufficiently long transmission blocks (relative to the fading dynamics). In particular, in a highly dynamic channel environment, stringent delay constraints imply that a transmission block, in spite of still being large enough for having reliable communication [13]), is considerably shorter than the dynamics of the slow fading process. To quantify the quality of communication in such circumstances, the notion of capacity versus outage
was introduced and discussed in [7,13] (and references therein). A fundamental assumption in these systems is that the fading process variations throughout the transmission block are negligible. In an outage strategy, the transmission rate is fixed, and the information is reliably retrieved by the receiver when the instantaneous channel realizations allow. Otherwise, communication fails (an outage event). In such systems, the term outage capacity refers to the maximal achievable average rate. It can also be cast as the capacity of an appropriately defined compound channel [7]. The main shortcoming of the outage approach to designing transmission is the possibility of outage events, which translates to possibly a significant loss in spectral efficiency.

The broadcast approach aims to avoid outage events while the transmitters remain oblivious to the state of their channels. In this approach, reliable transmission rates are adapted to the actual channel conditions without providing feedback from the receiver to the transmitter. This approach’s origins are discussed in Cover’s original paper [24], which suggests using a broadcast approach for the compound channel. Since the slowly-fading channel can be viewed as a compound channel with the channel realization as the parameter of the compound channel, transmission over these channels can be naturally viewed and analyzed from the perspective of the broadcast approach. This strategy is useful in various applications, and in particular, it is in line with the successive refinement source coding approach of [29] and the subsequent studies in [30–34]. Specifically, the underlying premise is that the more the provided information rate, the less average distortion evident in the reconstructed source.

An example of successive refinement of source coding is image compression, in which a gross description exists at first, and gradually with successive improvements of the description, the image quality is further refined. An application example is progressive JPEG encoding, where additional coded layers serve to refine the image quality. In the broadcast approach, the transmitter sends layered coded information, and in view of the receiver as a continuum of ordered users, the maximum number of layers successively decoded is dictated by the fading channel realization. Thus, the channel realization influences the received quality of the data. The broadcast approach has a practical appeal in voice communication cellular systems, where a layered voice coding is possible. Service quality, subsequently, depends on the channel realization. This facilitates using coding to achieve the basic features of analog communications, that is, the better the channel, the better the performance, e.g., the measured signal-to-noise ratio (SNR) or the received minimum mean-squared error (MMSE). All of this is viable while the transmitters are unaware of channel realizations. Other applications can be found in [35]. The problem of layered coding suggests unequal error protection on the transmitted data, which was studied in ([36], and references therein). A related subject is the priority encoding transmission (PET). The study in [37] shows that sending hierarchically-organized messages over lossy packet-based networks can be analyzed using the broadcast erasure channel with degraded message set, using the information spectrum approach [38]. Finally, we remark [39] extends the notion to settings in which the probabilistic model is unknown to the transmitter.

2.2. Relevance to the Broadcast Channel

Since the broadcast approach’s foundations hinge on those of the broadcast channel, we provide a brief overview of the pertinent literature on the broadcast channel, which was first explored by Cover [24,40]. In a broadcast channel, a single transmission is directed to a number of receivers, each enjoying possibly different channel conditions, reflected in their received SNRs. The Gaussian broadcast channel with a single transmit antenna coincides with the classical physically degraded Gaussian broadcast channel, whose capacity region is well known (see [40] for the deterministic case and [41–43] for the composite or ergodic cases). For multiple transmit antennas, the Gaussian broadcast channel is, in general, a non-degraded broadcast channel, for which the capacity region with a general message set is not fully known [44–48], and it cannot be reduced to an equivalent set of parallel degraded broadcast channels, as studied in [41–43,49]. In the special case of individual
messages without common broadcasting, the capacity region in the multi-antenna setting was characterized in [50].

Broadcasting a single user essentially means broadcasting common information. Information-theoretic results and challenges for broadcasting a common source are discussed in [51], and in light of endless information, data transmission is termed streaming in [52]. The interpretation of single-user broadcasting is the hierarchical broadcasting using multi-level coding (MLC) [53–55]. The study in [54] demonstrates the spectral efficiency of MLC with hierarchical demodulation in an additive white Gaussian noise (AWGN) channel and a fading channel. Authors in [56] examine the fading interleaved channel with one bit of side information about the fading process. The broadcast approach is adapted to decode different rates for channels taking these two distinct states (determined by whether the SNR is above or below a threshold value). Since the channel is memoryless, the average rate, given by the mutual information we have $I(y, \hat{s}; x)$ (where $x$ is the channel input, $y$ is the channel output, and $\hat{s}$ is the partial state information), is achievable. This is not the case with the broadcast approach, which seems to be unfit here, where channel states are assumed to be independent and identically distributed (i.i.d.).

Finally, the study in [57] considers a superposition coding scheme to achieve higher transmission rates in the slowly-fading channel. This study adopts the broadcast approach for the single-input single-output (SISO) channel with a finite number of receivers. The number of receivers is the number of coded layers. It is evident from [57] that for the SISO channel, a few levels of coded layering closely approximates the optimal strategy employing transmission of infinite code layers.

2.3. The SISO Broadcast Approach—Preliminaries

In this section, we elaborate on the original broadcast approach, first presented in [25], and we provide the derivation of the expressions related to the broadcast approach concept, an optimal power distribution, and the associated average achievable rates under different system constraints. We start by providing a canonical channel model for the single-user single-antenna system. The fading parameter realization can be interpreted as an index (possibly continuous), which designates the SNR at the receiver of interest. This model also serves as the basis for other channel models discussed in the rest of the paper. Specifically, consider the channel model:

$$y = hx + n,$$  

where $x$ is the transmitted complex symbol, $y$ is the received symbol, and $n$ accounts for the AWGN with zero mean and unit variance denoted by $\mathcal{CN}(0, 1)$. Constant $h$ represents the fading coefficient. For each realization of $h$, there is an achievable rate. We are interested in the average achievable rate for various independent transmission blocks. Thus, we present the results in terms of average performance, averaged over the distribution of $h$.

Information-theoretic considerations for this simple model were discussed in ([13], and references therein), as a special case of the multi-path setting. With the $h$ value known to the transmitter, and with a short-term power constran (excluding power optimization in different blocks), the reliable rate averaged over many block realizations is given by

$$C_{\text{erg}} = E_s[\log(1 + sP)],$$  

where $s \triangleq |h|^2$ is the random fading power. The normalized SNR, following the channel model definition (1), is denoted by $P = E[|x|^2]$, where $E$ stands for the expectation operator (when a subscript is added, it specifies the random variable with respect to which the expectation is taken).

The SISO channel defined in (1) is illustrated in Figure 1a, and its associated broadcast channel is depicted in Figure 1b. This figure also illustrates the broadcast approach, according to which the transmitter sends an infinite number of coded information layers. The receiver is equivalent to a continuum of ordered users, each decoding a coded layer if
channel realization allows. In general, the number of coded layers (and respectively, receivers) depends on the cardinality of the fading power random variable (RV). Specifically, in a Gaussian fading channel, a continuum of coded layers is required. Predetermined ordering is achieved due to the degraded nature of the Gaussian SISO channel [40]. Each of the users has to decode a fractional rate, denoted by \( d_R \) in Figure 1b. The fractional rates \( d_R \) of the different users are not equal but depend on their receiver index. For some fading realization \( h^{(j)} \), only the continuum of receivers up to receiver \( j \) can decode their fractional rates \( d_R \). The first receiver decodes only its own \( d_R \), the second decoder initially the interference \( d_R \) (information intended to the first user) and then decodes its own \( d_R \). Finally, receiver \( j \) decodes all fractional interferences up to layer \( j - 1 \), and then decodes its information layer \( d_R \). Hence, the total achievable rate for a realization \( h^{(j)} \) is the integral of \( d_R \) over all receivers up to \( j \). This model is the general case of coded layering. The broadcast approach in [25] with a finite number of code layers, also termed superposition coding, is presented in [57]. In finite level code layering, only a finite set of ordered receivers is required. This approach has a lower decoding complexity. However, it is a broadcast sub-optimal approach.

Next, assume that the fading power RV \( S \) is continuous. Then for some channel realization \( h^{(j)} \) of Figure 1b, with a fading power \( s^{(j)} \), the designated reliably conveyed information rate is denoted by \( R(s^{(j)}) \). We now drop the superscript \( j \), and refer to \( s \) as the realization of the fading power RV \( S \). As illustrated, the transmitter views the fading channel as a degraded Gaussian broadcast channel [40] with a continuum of receivers, each experiencing a different effective receive SNR specified by \( s \cdot P \). The total transmitted power \( P \) is also the SNR as the fading and additive noise are normalized according to (1).
The term $s$ is, therefore, interpreted as a continuous index. By noting that for small enough $x > 0 \log(1 + x) \approx x$, the incremental differential rate is given by

$$dR(s) = \log \left( 1 + \frac{s\rho(s)ds}{1 + sI(s)} \right) = \frac{s\rho(s)ds}{1 + sI(s)} ,$$

where $\rho(s)ds$ is the transmit power associated with a layer parameterized by $s$, intended for receiver $s$, which also designates the transmit power distribution. The right-hand-side equality is justified in [58]. Information streams intended for receivers indexed by $u > s$ are undetectable and are treated as additional interfering noise, denoted by $I(s)$. The interference for a fading power $s$ is

$$I(s) = \int_{s}^{\infty} \rho(u)du ,$$

which is also a monotonically decreasing function of $s$. The total transmitted power is the overall collected power assigned to all layers, i.e.,

$$P = \int_{0}^{\infty} \rho(u)du = I(0) .$$

As mentioned earlier, the total achievable rate for a fading realization $s$ is an integration of the fractional rates over all receivers with successful layer decoding capability, rendering

$$R(s) = \int_{0}^{s} \frac{u\rho(u)du}{1 + uI(u)} .$$

The average rate is achieved with sufficiently many transmission blocks, each viewing an independent fading realization. Therefore, the total rate averaged over all fading realizations is

$$R_{bs} = \int_{0}^{\infty} du f(u)R(u) = \int_{0}^{\infty} du (1 - F(u)) \frac{u\rho(u)}{1 + uI(u)} ,$$

where $f(u)$ is the probability distribution function (PDF) of the fading power, and

$$F(u) = \int_{0}^{u} da f(a) ,$$

is the corresponding cumulative distribution function (CDF).

Optimizing $R_{bs}$ with respect to the power distribution $\rho(s)$ (or equivalently with respect to $I(u)$, where $u \geq 0$) under the power constraint $P$ (5) is of interest and can in certain cases be found by solving the associated constrained Euler equation [59]. We turn back to the expression in (7), corresponding to $s_{th} = 0$, and explicitly write the optimization problem posed

$$R_{bs,max} = \max_{I(u)} \int_{0}^{\infty} du (1 - F(u)) \frac{u\rho(u)}{1 + uI(u)} ,$$

where we maximize $R_{bs}$ (7) over the residual interference function $I(u)$. For an extremum function $I(x)$, the variation of the functional (9) is zero [59], corresponding to a proper Euler
equation, which yields the extremal solution for \( I(x) \). Let us first present the functional of (9) subject to maximization

\[
S(x, I(x), I'(x)) = (1 - F(x)) \frac{-xI'(x)}{1 + xI(x)}.
\]

(10)

The necessary condition for a maximum of the integral of \( S(x, I(x), I'(x)) \) over \( x \) is a zero variation of the functional ([59], Theorem 2, Section 3.2). Correspondingly, the Euler Equation is given by

\[
\int S_I dx = 0,
\]

(11)

where

\[
S_I = (1 - F(x)) \frac{x^2 I'(x)}{(1 + xI(x))^2},
\]

(12)

\[
S_I' = (1 - F(x)) \frac{-x}{1 + xI(x)},
\]

(13)

\[
\frac{d}{dx} S_I' = \frac{x f(x)}{1 + xI(x)} + (1 - F(x)) \frac{x^2 I'(x) - 1}{(1 + xI(x))^2}.
\]

(14)

These relationships simplify from a differential Equation (11) to a linear equation by \( I(x) \), providing the following closed-form solution

\[
I(x) = \begin{cases} 
\frac{1 - F(x) - x f(x)}{1 - f(x)} & x_0 \leq x \leq x_1 \\
0 & \text{else}
\end{cases}
\]

(15)

where \( x_0 \) is determined by \( I(x_0) = P \), and \( x_1 \) by \( I(x_1) = 0 \). All the analyses are also valid for the single-input multiple-output (SIMO) and multiple-input single-output (MISO) channels as long as the channels are degraded regardless of the number of receive antennas in SIMO or transmit antennas in MISO. The number of transmit or receive antennas only affects the fading power distribution CDF. As an example, consider a SISO Rayleigh flat fading channel for which the fading power \( S \) has an exponential distribution with pdf

\[
f(u) = e^{-u}, \quad F(u) = 1 - e^{-u}, \quad u \geq 0.
\]

(16)

The optimal transmitter power distribution that maximizes \( R_{bs} \) in (9) is specified by substituting \( f(u) \) and \( F(u) \) from (16) into (15), resulting in

\[
\rho(s) = -\frac{d}{ds} I(s) = \begin{cases} 
\frac{2}{\sqrt{3}} - \frac{1}{\sqrt{2}} & s_0 \leq s \leq s_1 \\
0 & \text{else}
\end{cases}
\]

(17)

Constant \( s_0 \) is determined by solving \( I(s_0) = P \), and it is given by

\[
s_0 = \frac{2}{1 + \sqrt{1 + 4P}}.
\]

(18)
Similarly, $s_1$ can be found by solving $I(s_1) = 0$, which indicates $s_1 = 1$. The corresponding rate $R(s)$ using (6) is

$$
R(s) = \begin{cases} 
0 & , 0 \leq s \leq s_0 \\
2 \ln\left(\frac{s}{s_0}\right) - (s - s_0) & , s_0 \leq s \leq 1 \\
-2 \ln(s_0) - (1 - s_0) & , s \geq 1
\end{cases}
$$

and following (7), the associated total average rate is

$$
R_{bs} = 2E_i(s_0) - 2E_i(1) - (e^{-s_0} - e^{-1}) ,
$$

where

$$
E_i(x) = \int_{x}^{\infty} \frac{e^{-t}}{t} dt, \quad x \geq 0
$$

is the exponential integral function. The limiting behavior of $R_{bs}$ is found to be

$$
R_{bs} \approx \begin{cases} 
\ln \frac{P}{9.256} & , P \to \infty \\
\frac{1}{e} P & , P \to 0
\end{cases}
$$

The ergodic capacity in this case is given by [13],

$$
C_{erg} = e^{1/P} \cdot E_i\left(\frac{1}{P}\right) \approx \begin{cases} 
\ln \frac{P}{1.78} & , P \to \infty \\
\frac{1}{P} & , P \to 0
\end{cases}
$$

The average achievable rate of the standard outage approach, depends on the outage probability $P_{out} = \mathbb{P}\{s \leq s_{th}\} = 1 - e^{-s_{th}}$. Thus, the achievable outage rate is given by

$$
R_o(s_{th}) = e^{-s_{th}} \log(1 + s_{th} P),
$$

where $R_o(s_{th})$ is the average achievable rate of a single layered code for a parameter $s_{th}$. That is, a rate of $\log(1 + s_{th} P)$ is achieved when the fading power realization is greater than $s_{th}$, with probability $e^{-s_{th}}$. The outage capacity is the product of maximizing the achievable outage average rate (24) with respect to the outage probability (or the fading power threshold $s_{th}$). This yields an outage capacity

$$
R_{o,max} = e^{-s_{th,\text{opt}}} \log(1 + s_{th,\text{opt}} P),
$$

where $s_{th,\text{opt}}$ solves the equation

$$
\log(1 + s_{th,\text{opt}} P) = \frac{P}{1 + s_{th,\text{opt}} P},
$$

and it can be expressed in closed-form as

$$
s_{th,\text{opt}} = \frac{P - W_i(P)}{W_i(P) \cdot P},
$$
where $W_L(P)$ is the Lambert-W function, also known as the Omega function, which is the inverse of the function $f(W) = We^W$. Subsequently, the outage capacity is given by [60]

$$R_{o,\text{max}} = e^{-(P - W_L(P))/W_L(P)/P} \cdot \log(P/W_L(P)) \approx \begin{cases} \frac{\ln P}{W_L(P)}, & P \to \infty \\ \frac{1}{e} P, & P \to 0 \end{cases}$$

(28)

The study in [61] provides an interesting interpretation for the basics of the broadcast approach [25] from the I-MMSE perspective.

When a transmitter has full CSI and transmits at a fixed power $P$, the transmission rate can be adapted to channel state, and single-layer transmission can achieve the ergodic capacity. When variability in transmission power is allowed, and we face an average power constraint, a water-filling approach can be used. This facilitates adapting the transmission power and rate to the fading state, which is advantageous in terms of the expected rate. However, when lacking the perfect CSIT, the SISO broadcast approach can be optimized as studied in [62]. In this approach, the CSI is quantized by the receiver and fed back to the transmitter. This allows for short latency, and the optimized achievable expected rate can be characterized as a function of the CSI accuracy.

The studies in [63,64] investigate various multi-layer encoding hybrid automatic repeat request (HARQ) schemes [65]. The motivation for extending the conventional HARQ schemes to multi-layer coding is to achieve high throughput efficiency with low latency. The study in [63] focuses on finite-level coding with incremental redundancy HARQ, where every coded layer supports incremental redundancy coding. The multi-layer bounds were investigated through continuous broadcasting by defining different broadcasting protocols that coherently combine HARQ and broadcasting incremental redundancy HARQ. Optimal power distribution cannot be obtained for continuous broadcasting. However, it was observed that even with a sub-optimal broadcasting power distribution, significantly high gains of $\sim 3$ dB over an outage approach could be achieved for low and moderate SNRs in the long-term static channel model, with latency as short as two blocks. In the long-term static channel model, the channel is assumed to remain in the same fading state within the HARQ session. This is especially interesting as the conventional broadcast approach (without HARQ), has only marginal gains over the outage approach for low SNRs. The retransmission protocol of [63] is also an interesting approach, which uses retransmissions for sending new information at a rate matched to the broadcasting feedback from the first transmission. The optimal broadcasting power distribution for outage approach retransmission was fully characterized in [63], and numerical results showed that it is the most efficient scheme for high SNRs, and at the same time, it closely approximates the broadcasting incremental redundancy-HARQ for low SNRs. However, in broadcasting incremental redundancy HARQ, only sub-optimal power distributions were used and finding the broadcasting optimal power distribution is still an open problem. It may also turn out that the broadcasting incremental redundancy HARQ with an optimal power distribution has more gains over the outage approach retransmission scheme.

Next, we present the results on the achievable rates for the single-user SISO Rayleigh flat fading channel under the broadcast approach. Figure 2 demonstrates the SISO broadcast achievable average rate $R_{\text{bas}}$ (20), outage capacity $R_{o}$ (25), the ergodic capacity $C_{\text{erg}}$ (23) upper bound, and the Gaussian capacity $C_G = \log(1 + P)$ as a reference. Clearly, $R_{\text{bas}} > R_{o}$ as the latter is achieved by substituting $\rho(s)$ with $P\delta(s - s_{\text{th,opt}})$ in lieu of the optimized $\rho(s)$ in (6). Outage capacity is equivalent to optimized single-layer coding rather than the optimized continuum of code layers in the broadcast approach. This difference is more pronounced in the high SNRs. Such a comparison of the single-level code layer and two-level achievable rates is presented in [57]. This comparison shows that two-level code
layering is already very close to the optimum \( R_{\text{bs}} \). The ergodic capacity in the general SIMO case, with \( N \) receive antennas, is given by ([66], Equation (9)):

\[
C_{\text{erg}} = \frac{1}{\Gamma(N)} \int_0^{\infty} dx \log(1 + P \cdot x) x^{N-1} e^{-x},
\]

(29)

where \( \Gamma \) denotes the Gamma function. The probability density of the total fading power for \( N \) receive antennas, is given by [66]

\[
f(\lambda) = \text{const}(N) \cdot \lambda^{N-1} e^{-\lambda},
\]

(30)

where \( \text{const}(N) \) is a normalization constant.

Figure 2. SISO broadcast achievable average rate \( R_{\text{bs}} \), outage capacity \( R_o \), ergodic capacity \( C_{\text{erg}} \), and Gaussian channel upper bound \( C_G \) versus SNR.

2.4. The MIMO Broadcast Approach

Next, we review the multiple-input multiple-output (MIMO) channel. MIMO channels, in general, are non-degraded broadcast channels. The MIMO capacity region is known for multiple users with private messages [50], and for two users with a common message [67]. A complete characterization of the broadcast approach requires the full solution of the most general MIMO broadcast channel with a general degraded message set, which is not yet available. Hence, suboptimal ranking procedures are studied. Broadcasting with degraded message sets is not only unknown in general channels, but also, it is unknown for MIMO channels [68,69]. Various approaches to transmitting degraded message set with sub-optimal ranking at the receiver are studied in [23,70,71]. The ranking of channel matrices (as opposed to a vector in a SIMO case) can be achieved via supermajorization ranking of the singular values of \( HH^H \). The variational problem for deriving the optimal power distribution for the MIMO broadcast strategy is characterized in [23], but seems not to lend itself to closed-form expressions. Thus, a sub-optimal solution using majorization is considered and demonstrated for the Rayleigh fading channel.

We adopt the broadcast approach described earlier for the SISO and SIMO channels, in which the receivers opt to detect the highest possible rate based on the actual realization of the propagation matrix \( H \) not available to the transmitter. In short, as \( H \) improves, it sustains higher reliable rates. This is because the MIMO setting is equivalent to the general
broadcast channel (from the perspective of infinite layer coding), rather than a degraded broadcast channel as in the single-input case. In the sequel, we demonstrate a broadcast approach suited for this MIMO scenario. The approach suggests an ordering of the receivers based on supermajorization of singular values of the channel norm matrix. Consider the following flat fading MIMO channel with $M$ transmit antennas and $N$ receive antennas:

$$y = Hx + n,$$  
(31)

where $x$ is the input $(M \times 1)$ vector, $n$ is the $(N \times 1)$ noise vector with complex Gaussian i.i.d. $\mathcal{CN}(0, 1)$ elements. The propagation matrix $(N \times M)$ is designated by $H$ and also possesses complex Gaussian i.i.d. $\mathcal{CN}(0, 1)$ elements. The received $(N \times 1)$ vector is denoted by $y$. We adhere to the non-ergodic case, where $H$ is fixed throughout the code word transmission. We assume that the receiver is aware of $H$ while the transmitter is not.

2.4.1. Weak Supermajorization

First, we introduce some partial ordering relations based on classical theory of majorization [72]. Let $\alpha = \{\alpha_i\}$, $\beta = \{\beta_i\}$ be two sequences of length $K$. Let $\{\alpha^{(i)}\}$, $\{\beta^{(i)}\}$ be the increasing ordered permutations of the sequences, i.e.,

$$\alpha^{(1)} \leq \alpha^{(2)} \cdots \leq \alpha^{(k)}, \quad (32)$$

$$\beta^{(1)} \leq \beta^{(2)} \cdots \leq \beta^{(k)}. \quad (33)$$

Let $\alpha$ be weakly supermajorized by $\beta$, $\alpha \prec_w \beta$, that is

$$\sum_{i=1}^{k} \alpha^{(i)} \geq \sum_{i=1}^{k} \beta^{(i)}, \quad k = 1 \ldots , K. \quad (34)$$

Then, the relation $\alpha \prec_w \beta$ implies that [72]

$$\sum_{i=1}^{K} \phi(\alpha_i) \leq \sum_{i=1}^{K} \phi(\beta_i), \quad (35)$$

for all continuous decreasing convex functions $\phi(\cdot)$.

2.4.2. Relation to Capacity

Next, consider the received signal in (31), where the undetectable code layers are explicitly stated as

$$y = H(x_S + x_I) + n,$$  
(36)

where $x_S$ and $x_I$ are decodable information and residual interference Gaussian vectors, respectively. Their average norms are denoted by $P_S$ and $P_I$, respectively, and the total transmit power $P = P_I + P_S$. $n$ is an i.i.d. Gaussian complex vector with unit variance per component. The mutual information between $x_S$ and $y$ is given by

$$I(y; x_S) = I(y; x_S, x_I) - I(y; x_I | x_S)$$
(37)

$$= \log \det \left( I + \frac{P_S + P_I}{M} HH^H \right) - \log \det \left( I + \frac{P_I}{M} HH^H \right)$$
(38)

$$= \sum_{k=1}^{l} \log \left( 1 + \frac{P_S \lambda_k}{1 + P_I \lambda_k} \right)$$
(39)

$$\triangleq C(\lambda; P_S, P_I). \quad (40)$$
Parameters \(\{\lambda_k\}\) for \(k = 1 \ldots J\), where \(J \triangleq \min(N, M)\), designate the singular values (or eigenvalues) of the matrix \(\frac{1}{2}HH^H\) for \(M \leq N\), or \(\frac{1}{M}HH^H\) for \(N \leq M\) [66]. Finally, if \(\lambda \sim^w \delta\), we have

\[
C(\lambda; P_S, P_I) \geq C(\delta; P_S, P_I).
\]

2.4.3. The MIMO Broadcast Approach Derivation

We discuss the MIMO channel broadcast approach via supermajorization layering for the simple case of \(M = N = 2\). The signal \(x\) is composed of a layered double indexed data stream with indices denoted by \(u\) and \(v\). We refer to layer ordering by columns bottom-up, where \(u\) and \(v\) are described as a pair of indices taking integer values within the prescribed region. This is only for demonstration purposes, as indices \(u\) and \(v\) are continuous singular values of \(\frac{1}{2}HH^H\). Say \(u\) and \(v\) are associated with the minimal eigenvalue \(\lambda_2\) and the sum of eigenvalues \(\lambda_2 + \lambda_1\), respectively. Evidently, \(u \geq 0, \ v \geq 2u\). Say that \(\lambda_2, \lambda_1\) take on the set of integer values \(\{0, 1, 2, 3, 4\}\), then the layered system is described by \((u, v)\) in the order: \((0, 0), (0, 1), (0, 2), (0, 3), (0, 4), (1, 2), (1, 3), (1, 4), (2, 4)\). The actual ordering of the layers is in fact immaterial, as will be shown, decoding is not done successively as in the SISO case [25], but rather according to what is decodable adhering to partial ordering.

We envisage all possible realizations of \(H\) and order them by \(u = \lambda_2, \ v = \lambda_2 + \lambda_1\) where \(\lambda_2\) and \(\lambda_1\) are, respectively, the minimal and maximal eigenvalues of \(\frac{1}{2}HH^H\) (a \(2 \times 2\) matrix in our case). Supermajorization ordering dictates that all streams decodable for realization \(H\) will be decodable for realization \(H'\) as long as

\[
\lambda_2' \geq \lambda_2, \quad \lambda_2' + \lambda_1' > \lambda_2 + \lambda_1.
\]

Thus, we visualize all possible realizations of \(H\) as channels referring to different users in a broadcast setting, and we investigate the associated rates of the users, which we have ranked as in Section 2.4.1, via a degraded ordering. It is evident that the current approach specifies an achievable rate region, but by no means is it claimed to be optimal. In fact, it even has some inherent limitations.

Let \(u = \lambda_2\) and \(v = \lambda_1\) be the eigenvalues of \(\frac{1}{2}HH^H\) for some channel realization such that \(v \geq u \geq 0\). Let \(\rho(u, v) \, du \, dv\) be the power associated with the information stream indexed by \((u, v)\) where \(v \geq u\), and featuring the incremental rate \(d^2R(u, v)\). Again, for a given \(u\) and \(v\), all rates associated with the indices \((a, b)\), \(a \leq u, b \leq v\) can be decoded, as \((\lambda_2, \lambda_1)\) is supermajorized by \((\lambda_2 = a, \lambda_1 = b)\). A natural optimization problem, in parallel to that posed and solved for the single dimensional case, is to optimize the power density \(\rho(u, v)\), or the related interference pattern \(I(u, v)\) maximizing the average rate, under the power constraint \(I(0, 0) = P\). Let \(I(u, v)\) designate the residual interference at \((u, v)\). Hence,

\[
I(u, v) = P - \int_0^u \int_a^v d a \, d b \, \rho(a, b).
\]

The associated incremental rate \(d^2R(u, v)\), based on (3) and (37), is then given by

\[
d^2R(u, v) = \log \left(1 + \frac{u \rho(u, v) \, du \, dv}{1 + u I(u, v)}\right) + \log \left(1 + \frac{v \rho(u, v) \, du \, dv}{1 + v I(u, v)}\right)\]

\[
= \frac{u \rho(u, v) \, du \, dv}{1 + u I(u, v)} + \frac{v \rho(u, v) \, du \, dv}{1 + v I(u, v)}.
\]

The power density is the second order derivative of the residual interference Function (43), i.e.,

\[
\rho(u, v) = -\frac{\partial^2}{\partial u \partial v} I(u, v) \triangleq I_{uv},
\]
and the incremental rate may be expressed as
\[
d^2 R(u, v, I, I_{\text{ave}}) = -u I_{\text{ave}}(u, v) \frac{dI_{\text{ave}}}{1 + u I(u, v)} - v I_{\text{ave}}(u, v) \frac{dI_{\text{ave}}}{1 + v I(u, v)}. \tag{47}
\]

The accumulated reliable rate decoded at \((u, v)\) is
\[
R(u, v) = \int_0^u \int_a^b d^2 R(a, b). \tag{48}
\]

The expected rate, averaged over various channel realizations, is then given by
\[
R_{\text{ave}} = \int_0^\infty \int_0^\infty f(u, v) R(u, v) dudv, \tag{49}
\]
where \(f(u, v)\) designates the joint PDF of the ordered eigenvalues of \(\frac{1}{2} HH^H\), random variables \(u\) and \(v\). For a Gaussian \(H\) with i.i.d. components, the joint density function of \(\lambda_2, \lambda_1\) is given by [66]
\[
f_{\lambda_2, \lambda_1}(u, v) = 16 e^{-2v - 2u(v - u)^2}, v \geq u \geq 0. \tag{50}
\]

The optimal expected rate is a product of an optimal selection of the power distribution \(\rho(u, v)\). Specifying the power distribution uniquely specifies the residual interference function \(I(u, v)\) (43) and (46). Hence, optimizing \(R_{\text{ave}}\) can instead be carried out with respect to the \(I(u, v)\), i.e.,
\[
R_{\text{ave}}^\text{max} = \max_{I(u, v)} \int_0^\infty da \int_0^\infty db f(a, b) \int_0^a dud \int_0^b dv R_F(u, v, I, I_{\text{ave}}), \tag{51}
\]
where \(f(a, b)\) is defined in (50), and we have set \(R_F(u, v, I, I_{\text{ave}}) \triangleq \frac{d^2 R(u, v, I, I_{\text{ave}})}{dudv}\) from (47), which depends on the interference function \(I(u, v)\) and the power density \(I_{\text{ave}}(u, v)\) from (43) and (46), respectively. Maximizing \(R_{\text{ave}}\) with respect to the functional \(I(u, v)\) is a variational problem ([23], Appendix A). Consequently, the optimization problem may be stated in the form of a partial differential equation (PDE),
\[
S_I + \frac{\partial^2}{\partial u v} S_{I_{\text{ave}}} = 0, \tag{52}
\]
where
\[
S(a, b, I, I_{\text{ave}}) \triangleq (1 + F(a, b) - F(a) - F(b)) \cdot R_F(a, b, I, I_{\text{ave}}), \tag{53}
\]
and \(S_I\) is the partial derivative with respect to the function \(I(u, v)\), \(S_{I_{\text{ave}}}\) is the partial derivative with respect to the function \(I_{\text{ave}}\) and \(I_{\text{ave}}\) is the second-order partial derivative of \(I(u, v)\) with respect to \(u\) and \(v\). The necessary condition for the extremum is given in ([23], Appendix A) in terms of a non-linear second order PDE and does not appear to have a straightforward analytical solution. Therefore, we demonstrate a single-dimension approximation to the optimal solution. This approximation approach is called the 1-D approximation, and it is developed for the \(2 \times 2\) channel, i.e., two transmit and two receive antennas. It suggests breaking the mutual dependency of the optimal power distribution \(\rho(a, b)\) by requiring \(\rho(a, b) = \rho(a)\rho(b)\). Such a representation bears two independent solutions, obtained from solving the optimal SISO broadcast strategy. Another sub-optimal solution could be obtained based on a finite-level code layering, as suggested in [57] for the SISO scheme. Accordingly, a single layer (outage) coding with and without employing
majorization ranking at the receiver is suggested by [23]. A two-layer coded scheme for the $2 \times 2$ channel is also studied and compared with the outage approach in [23]. Another sub-optimal approach to the MIMO channel involves modeling the MIMO channel as a multiple-access channel (MAC), where each antenna transmits an independent stream [23].

In an MAC approach for the MIMO channel, instead of performing joint encoding for all transmit antennas, each antenna has an independent encoder. Thus, the receiver views an MAC. When each encoder performs layered coding, we essentially get an MAC-broadcast strategy. This approach was first presented in [73] for the multiple-access channel, employing the broadcast approach at the receiver. The advantage of this approach is that each transmitter views an equivalent degraded broadcast channel, and the results of the SISO broadcast strategy may be directly used.

2.4.4. Degraded Message Sets

Next, we briefly outline the formulation of the general MIMO broadcasting with degraded message sets. The key step for addressing the continuous broadcast approach for MIMO channels with degraded message sets involves decoupling the layering index and the channel state. In many previous studies on the continuous broadcast approach (e.g., [23,32,74]) the layering index is associated with the channel fading gain. However, for the MIMO case with degraded message set, it is proposed that the continuous layering indices are associated with only the power allocation and layer rates.

Consider the MIMO channel model in (31). The source transmits layered messages with a power density distribution function $\rho(s)$, where $s \in [0, \infty)$. The first transmitted message is associated with $s = 0$, and can be considered as a common message for all receivers. The next layer indexed by $s$, cannot be decoded by the first user, but it is a common message for all other users. The capacity of the channel in (31) for a given channel state is the mutual information given by

$$I(y; x) = \log \det \left( I + \frac{P}{M} HH^H \right),$$  

which can also be expressed using the eigenvalues of $\frac{1}{M} HH^H$ [66],

$$I(y; x) = \sum_{k=1}^{K} \log(1 + P\lambda_k),$$

where $K = \min(M, N)$ is the degree of freedom of the MIMO channel, and $\{\lambda_k\}_{k=1}^{K}$ are the eigenvalues of $\frac{1}{M} HH^H$. The singular value decomposition (SVD) of $\frac{1}{M} HH^H = U\Lambda V^H$ where $U$ and $V$ are unitary matrices and $\Lambda$ is a $[KxK]$ diagonal matrix of singular values of $\frac{1}{M} HH^H$. The equivalent receive signal of (31) multiplied by $H$ is $y' = U\Lambda V^H x + n'$, and multiplying the received signal by $U^H$ creates a parallel channel $U^H y' = \Lambda x' + n''$, where $x' = Vx$. This makes the channel of (31) an effective parallel channel when $x'$ is transmitted. However $V$ is known at the receiver, and therefore the transmitter does not have to perform any precoding, and layering can be performed with respect to singular values distribution of $\frac{1}{M} HH^H$. The fractional achievable rate for a power allocation $\rho(s)ds$, and under successive decoding, is given by

$$\sum_{k=1}^{K} \log \left( 1 + \frac{\lambda_k \rho(s) ds}{1 + \lambda_k I(s)} \right) = \sum_{k=1}^{K} \frac{\lambda_k \rho(s) ds}{1 + \lambda_k I(s)}.$$
where $I(s)$ is the residual layering power. $I(s)$ serves as interference for decoding layer $s$. The relationship between power density distribution and the residual interference is $\rho(s) = -\frac{dI(s)}{ds}$, and $K$ is achievable for the set of eigenvalues $\{\lambda_k\}_{k=1}^K$ such that

$$dR(s) \leq \sum_{k=1}^K \frac{\lambda_k \rho(s)}{1 + \lambda_k I(s)} = dI_k(\lambda_1, ..., \lambda_K, s). \tag{57}$$

Feasibility of successive decoding here results from the fact that the function $dI_k(\lambda_1, ..., \lambda_K, s)$ is an increasing function of $\lambda_k, \forall k \in \{1, ..., K\}$. Define a fractional rate allocation function $r(s)$, such that $r(s)\rho(s) = dR(s)$. The cumulative rate achievable for a layer index $s$ is simply

$$R(s) = \int_0^s r(u)\rho(u)du. \tag{58}$$

The probability of achieving $R(s)$ is given by

$$F^c(s) = \mathbb{P}\left( r(s) \leq \sum_{k=1}^K \frac{\lambda_k}{1 + \lambda_k I(s)} \right), \tag{59}$$

where $F^c(s)$ is the complementary CDF of the layering index $s$, i.e., $F^c(s) = 1 - F(s)$. The expected broadcasting rate is then

$$R_{bs} = \int_0^\infty ds(1 - F(s))r(s)\rho(s) = \int_0^\infty ds\mathbb{P}\left( r(s) \leq \sum_{k=1}^K \frac{\lambda_k}{1 + \lambda_k I(s)} \right)r(s)\rho(s). \tag{60}$$

We focus now on the case of $K = 2$, i.e., $\min(M, N) = 2$. In this case, the fractional rate $r(s)$ is decipherable if

$$r(s) \leq \frac{\lambda_1}{1 + \lambda_1 I(s)} + \frac{\lambda_2}{1 + \lambda_2 I(s)}. \tag{61}$$

An alternative formulation is for a given $\lambda_1$, the eigenvalues $\lambda_2$ for which $r(s)$ can be reliably decoded are given by

$$\lambda_2 \geq \frac{r(s) + r(s)\lambda_1 I(s) - \lambda_1}{1 + (2\lambda_1 - r(s))I(s) - r(s)\lambda_1^2} = G(\lambda_1, s, I, r), \tag{62}$$

where the inequality holds only for $G(\lambda_1, s, I, r) \geq 0$. An alternative representation of the decoding probability of layer $s$ is thus

$$F^c(s) = \mathbb{P}(\lambda_2 \geq G(\lambda_1, s, I, r)) \tag{63}$$

$$= \int_0^\infty du \int_0^\infty dv f_{\lambda_1, \lambda_2}(u, v) \cdot 1[G(u, s, I, r) \geq 0] \tag{64}$$

$$= \int_0^\infty du (f_{\lambda_1}(u) - Q_{\lambda_1, \lambda_2}(u, G(u, s, I, r))) \cdot 1[G(u, s, I, r) \geq 0], \tag{65}$$

where $1(x)$ is the indicator function, and

$$f_{\lambda_1, \lambda_2}(u, v) = \frac{\partial^2 F_{\lambda_1, \lambda_2}(u, v)}{\partial u \partial v}, \tag{66}$$
is the joint PDF of \((\lambda_1, \lambda_2)\), and

\[
\lambda_1, \lambda_2 (u, v) = \frac{\partial F_{\lambda_1, \lambda_2}(u, v)}{\partial u}.
\]  

(67)

The expected rate for a general layering function \(r(s)\) and a layering power allocation function \(I(s)\) is given by

\[
R_{bs} = \int_0^\infty ds r(s) \hat{\rho}(s) \cdot \int_0^\infty du \left[ f_{\lambda_1}(u) - Q_{\lambda_1, \lambda_2}(u, G(u, s, I, r)) \right] \cdot 1[G(u, s, I, r) \geq 0].
\]  

(68)

Clearly, the optimization problem for expected broadcasting rate maximization is given by

\[
R_{bs,\text{opt}} = \max_{r(s) \geq 0, I(s), s.t. I(0) = \rho, \hat{\rho}(s) \geq 0} \int_0^\infty ds J(s, I, I', r),
\]  

(69)

where the integrand functional \(J(s, I, I', r)\) is given by

\[
J(s, I, I', r) = r(s) \hat{\rho}(s) \int_0^\infty du \left[ f_{\lambda_1}(u) - Q_{\lambda_1, \lambda_2}(u, G(u, s, I, r)) \right] \cdot 1[G(u, s, I, r) \geq 0].
\]  

(70)

The necessary conditions for extremum are given by the Euler equations [59]

\[
\frac{J_r}{I_r} = 0,
\]  

(71)

\[
\frac{J_I - I_r}{I_I'} = 0,
\]  

(72)

where \(J_r\) is the partial derivative of \(J\) with respect to \(r(s)\). The extremum condition for \(r(s)\) in (71) can be expressed as follows:

\[
\int_0^\infty du \left\{ f_{\lambda_1}(u) - Q_{\lambda_1, \lambda_2}(u, G) \cdot \left( \frac{1}{r(s)} - 1[G \geq 0] \cdot \delta(G) \right) - f_{\lambda_1, \lambda_2}(u, G) \frac{\partial}{\partial s} G \cdot 1[G \geq 0] \right\} = 0,
\]  

(73)

where for brevity, \(G(u, s, I, r)\) is replaced by \(G\), and \(\delta(x)\) is the Dirac delta function. The extremum conditions, as stated in (71) and (72), do not lend themselves into closed-form analytical solutions even though \(K = 2\), and characterizing them remains an open problem for future research.

2.5. On Queuing and Multilayer Coding

Classical information theory generally assumes an infinitely long queue of data ready for transmission, which is motivated by maximizing communication throughput (Shannon capacity). In network theory, on the other hand, the input data is usually a random process that controls writing to a buffer (serving as a queue), and the readout from this buffer is another random process. In these settings, the design goal of transmission concentrates on minimizing the queue delay for the input data. However, designing the data queue and transmission algorithm cannot be decoupled in the presence of stringent delay constraints on input data transmission. This is because the objective is no longer only maximizing the throughput. This conceptual difference between network theory and information theory can be overcome by posing a common optimization problem and jointly minimizing the delay of a random input process under a power (rate) control constraint. This becomes a cross-layer optimization problem involving the joint optimization of two
layers of the seven-layer open systems interconnection (OSI) model. Other fundamental gaps between network theory and information theory are covered in detail in [75–78].

Queuing and channel coding for a block fading channel with transmit CSI only, for a single user, is discussed in [79]. In this section, we first consider optimizing rate and power allocation for a single layer code transmission. For this scheme, the outage capacity [13] maximizes the achievable throughput. Rate and power are optimized jointly to minimize the overall delay. The delay is measured from the arrival of a packet at the queue until successfully decoded, including, if needed, retransmission due to outage events.

The study in [80] considers a cross-layer system optimization approach for a single-server queue followed by a multi-layer wireless channel encoder, as depicted in Figure 3. The main focus is on minimizing the average delay of a packet measured from entering the queue until successful service completion.

**Figure 3.** A schematic communication system with a queue buffer followed by a wireless transmitter.

2.5.1. Queue Model—Zero-Padding Queue

Next, we consider the zero-padding queue model described in [80]. It is assumed that the transmission is performed every time the queue is not empty. If the available queue data are less than a packet size, a frame can be generated with zero-padding to have a valid frame for the channel encoder. We define the *queuing time* as the time from arrival to completion of service, and the *waiting time* as the time measured from arrival until initially being served. The queue’s waiting time analysis can be done at embedded points: the beginning of every time slot. The random process of packet arrival random at each slot is a deterministic process denoted by \( \lambda \) (bits/channel use).

The queue waiting time can be measured directly based on the queue size, as stated on Little’s theorem [81], by normalizing the queue size by the inverse of the input rate \( \lambda \). Notice that Little’s theorem does not consider the instantaneous quantities to the average waiting time and average queue size. The following equation defines the queue size:

\[
Q_{n+1} = \begin{cases} 
N\lambda_{n+1} + Q_n - NR_n & N\lambda_{n+1} + Q_n - NR_n \geq 0 \\
0 & \text{otherwise}
\end{cases},
\]

where \( N \) is the number of channel uses between slots, which is also the block length, and \( \lambda_{n+1} \) is a deterministic queue input rate \( \lambda \). It is noteworthy that in a single-layer coding, \( R_n \) is a fixed \( R \) with probability \( p \), and it is 0 with probability \( 1 - p \). This waiting time equation is also analyzed in ([82], Chapter 5) for a single-layer coding approach and a deterministic arrival process, where tight bounds on the expected waiting time are obtained. For simplicity, by normalization of the queue size by the block-length \( N \), the Lindley equation is obtained [83]:

\[
\tilde{q}_{n+1} = \begin{cases} 
\tilde{q}_n + \lambda_{n+1} - R_n & \tilde{q}_n + \lambda_{n+1} - R_n \geq 0 \\
0 & \tilde{q}_n + \lambda_{n+1} - R_n < 0
\end{cases},
\]

where \( \tilde{q}_n \) is now the queue size in units of blocks of data corresponding to \( N \) arrivals to the queue. In an outage approach, we have \( R_n = R \) with probability \( p \), and \( R_n = 0 \) with a complementary probability \( 1 - p \), which is also the outage probability. For the rest of the
analysis, the queue equations will be normalized following (75). We specify the queuing
time equation for completeness of the definitions, which is the overall system delay for the
zero-padding queue. The overall delay must always take into account the additional delay
of service time beyond the queue's waiting time. The normalized queue size is the waiting
time equivalent, i.e.,

\[
q_{n+1} = \begin{cases} 
q_n + \frac{\lambda_{n+1}}{\lambda}, & q_n - \frac{R_n}{\lambda} \geq 0 \\
\frac{\lambda_{n+1}}{\lambda}, & \text{otherwise}
\end{cases},
\]

(76)

where \(q_n\) is a normalized queue size at a renewal slot \(n\). In a single-layer coding approach,
it is possible to analyze the queue delay by adopting the standard M/G/1 queue model.
The input random process of an M/G/1 model follows a Poisson process, and its service
distribution is another general random process. In an outage approach, a geometrically
distributed random variable characterizes the time between services. For using the M/G/1
model, an important assumption on the system model is made: input arrives in blocks
that have the same length as the coded transmission blocks. That is, the queue equation is
normalized to the data block size of its corresponding transmission. The number of arrivals
is measured in block units, and the input process has a rate of \(\lambda_{\text{norm}}\).

Having the arrival blocks are equal in size to transmitted blocks is a limiting con-
straint since a change of transmission rate means a change in input block size. Therefore,
the M/G/1 queue model is not adopted in [80], and in the following, we use the zero-
padding queue model as described earlier.

2.5.2. Delay Bounds for a Finite Level Code Layering
We consider here \(K\) multi-layer coding, and describe the Lindley equation [81].
The queue update equation is given by

\[
w_{n+1} = \begin{cases} 
w_n + x_n, & w_n + x_n \geq 0 \\
0, & w_n + x_n < 0
\end{cases},
\]

(77)

where \(x_n\) is the update random variable, which depends on the number of code layers.
Its value represents the difference between the queue input \(\lambda\) and the number of layers
successfully decoded, i.e.,

\[
x_n \triangleq \lambda - \sum_{i=1}^{K} v_{i,n} R_i.
\]

(78)

Random variables \(\{v_{i,n}\}_{i=1}^{K}\) are associated with the outage probability as function
of layer index. The corresponding fading power thresholds are denoted by \(\{s_{\text{th},i}\}_{i=1}^{K}\). Random variables \(\{v_{i,n}\}_{i=1}^{K}\) are related to the fading thresholds as follows

\[
v_{i,n} = \begin{cases} 
1, & s_{\text{th},i} \leq s_n \leq s_{\text{th},i+1} \\
0, & \text{otherwise}
\end{cases},
\]

(79)

where \(s_n\) is the fading power realization at the \(n\)th time-slot, and \(s_{\text{th},K+1} = \infty\). Every ran-
dom variable \(v_{i,n}\) has a probability of being 1, denoted by \(p_{K-i+1}\). Note that outage probability is

\[
p = 1 - \sum_{i=1}^{K} p_i,
\]

(80)
in which $\bar{p}$ represents the probability that all layers cannot be decoded. The CDF of the queue size at these embedding points requires computing the CDF at every time instant. In this setting, the probability density $dF_X(\tau)$ of $X$ is given by

$$dF_X(x) = \sum_{i=1}^{K} p_i \delta \left( x - (\lambda - \sum_{j=1}^{K-i} R_j) \right) + \bar{p} \delta (x - \lambda),$$

where $p_i = \mathbb{P}\{ s_{th,i} \leq s_n \leq s_{th,i+1} \}$ for $i \in \{1, \ldots, K\}$ and $s_{th,K+1} = \infty$. The next theorem, discussed in detail in ([80], Appendix B), establishes upper and lower bounds on $\mathbb{E}[W_K]$.

**Theorem 1** ([80]). For a $K$-layer coding, the expected queue size is upper and lower bounded by

$$\mathbb{E}[w_K] \geq \frac{(R_K - \lambda)(\sum_{i=1}^{K} p_i R_{K-i+1} - \lambda) - (R_K - \lambda)^2 + \sum_{i=1}^{K} p_i (R_K - R_{K-i+1})^2 + \bar{p} R_K^2}{2(\sum_{i=1}^{K} p_i R_{K-i+1} - \lambda)},$$

and

$$\mathbb{E}[w_K] \leq \frac{2(R_K - \lambda)(\sum_{i=1}^{K} p_i R_{K-i+1} - \lambda) - (R_K - \lambda)^2 + \sum_{i=1}^{K} p_i (R_K - R_{K-i+1})^2 + \bar{p} R_K^2}{2(\sum_{i=1}^{K} p_i R_{K-i+1} - \lambda)},$$

where $R_i \triangleq \sum_{j=1}^{V} R_j$.

The variance of the achievable rate random variable $\sigma^2_{R_{KL}}$ is given by

$$\sigma^2_{R_{KL}} \triangleq \sum_{i=1}^{K} p_i R_{K-i+1}^2 - (R_{KL,av})^2,$$

where

$$R_{KL,av} \triangleq \sum_{i=1}^{K} p_i R_{K-i+1}.$$

**Corollary 1.** Queue expected size and expected delay for $K$-layer coding are upper bounded by

$$\mathbb{E}[w_{KL}] \leq \frac{\sigma^2_{R_{KL}}}{2(R_{KL,av} - \lambda)} - (1 - \frac{\lambda}{R_{KL,av}}) \frac{\sigma^2_{R_{KL}}}{2R_{KL,av}},$$

and the expected delay is upper bounded by

$$\mathbb{E}[w_{KL}] \leq \frac{\sigma^2_{R_{KL}}}{2\lambda(R_{KL,av} - \lambda)} - (1 - \frac{\lambda}{R_{KL,av}}) \frac{\sigma^2_{R_{KL}}}{2R_{KL,av}},$$

where $\sigma^2_{R_{KL}}$ and $R_{KL,av}$ are given by (84) and (85) respectively.

2.5.3. Delay Bounds for Continuum Broadcasting

A continuous broadcasting approach is considered in this section. In this approach, the transmitter also sends multi-layer coded data. Unlike $K$-layer coding, the layering is a continuous function of the channel fading gain parameter. The number of layers is not limited, and an incremental rate with a differential power allocation is associated with every layer. The differential per layer rate is $dR(s) = \frac{s s^2(s)}{1+3s(s)}$ and $\rho(s)ds$ is the transmit power of a layer $s$. This also determines the transmission power distribution per layer [58]. The resid-
ual interference for a fading power $s$ is $I(s) = \int_s^\infty \rho(u) \, du$ (4). The total achievable rate for a fading gain realization $s$ is $R(s) = \int_0^\infty \frac{\rho_u(s)}{1 + u^2} \, du$ (6). It is possible to extend the $K$-layer coding bounds shown above to this continuous broadcast setting. The bounds in (82) and (83) could be used for broadcasting after performing the following modifications:

1. The number of layers is unlimited, that is $K \to \infty$.
2. Since the layering is continuous, every layer $i$ is associated with a fading gain parameter $s_i$. Every rate $R_i$ is associated with a differential rate $dR(s)$ specified in (3).
3. The cumulative rate $\mathcal{R}_K$ should be replaced by
   
   $R_T = \int_0^{\infty} dR(s) \, . \tag{88}$

4. The sum $\sum_{i=1}^{K} p_i \mathcal{R}_{K-i+1}$ is actually the average rate and it turns to be $R_{bs}$ (7) for the continuum case.
5. Finally, in finite-level coding the expression $\sum_{i=1}^{K} p_i (\mathcal{R}_K - \mathcal{R}_{K-1})^2 + \mathcal{P} \mathcal{R}_K^2$ turns out to be

   \begin{align*}
   R_{d,bs}^2 &\triangleq \int_0^{\infty} df(u) \left[ R_T - \int_0^{u} dR(s) \right]^2 \tag{89} \\
   &= \int_0^{\infty} df(u) \left[ \int_u^{\infty} dR(s) \right]^2 \tag{90} \\
   &= 2 \int_0^{\infty} du F(u) dR(u) \int_u^{\infty} dR(s) \, , \tag{91}
   \end{align*}

   in the continuous case, where $dR(u)$ and $R(u)$ are specified in (3) and (6), respectively.

**Corollary 2.** The queue average size for a continuous code layering is upper and lower bounded by

\begin{align*}
\mathbb{E}[w_{bs}] &\geq \frac{R_T - \lambda}{2} + \frac{R_{d,bs}^2 - (R_T - \lambda)^2}{2(R_{bs} - \lambda)} \, , \tag{92} \\
\mathbb{E}[w_{bs}] &\leq R_T - \lambda + \frac{R_{d,bs}^2 - (R_T - \lambda)^2}{2(R_{bs} - \lambda)} \, , \tag{93}
\end{align*}

and the average delay is lower and upper bounded by

\begin{align*}
\mathbb{E}[w_{\lambda,bs}] &\geq \frac{R_T - \lambda}{2\lambda} + \frac{R_{d,bs}^2 - (R_T - \lambda)^2}{2\lambda(R_{bs} - \lambda)} \, , \tag{94} \\
\mathbb{E}[w_{\lambda,bs}] &\leq \frac{R_T - \lambda}{\lambda} + \frac{R_{d,bs}^2 - (R_T - \lambda)^2}{2\lambda(R_{bs} - \lambda)} \, , \tag{95}
\end{align*}

where $R_{bs}$, $R_T$, and $R_{d,bs}$ are specified in (7), (88), and (89) respectively.
The variance of the achievable rate random variable $\sigma_{R_{bs}}^2$ is given by

$$\sigma_{R_{bs}}^2 \triangleq \int_0^\infty du f(u)[R(u)]^2 - R_{bs}^2$$  \hspace{1cm} (96)

$$= \int_0^\infty du f(u) \left[ \frac{\int_0^u dR(s)}{u} \right]^2 - R_{bs}^2$$  \hspace{1cm} (97)

$$= 2 \int_0^\infty du (1 - F(u)) \frac{dR(u)}{dR(s)} - R_{bs}^2$$  \hspace{1cm} (98)

$$= 2 \int_0^\infty du (1 - F(u)) dR(u) R(u) - R_{bs}^2.$$  \hspace{1cm} (99)

**Corollary 3.** The queue average size for a continuous code layering is upper bounded by

$$E[w_{bs}] \leq \frac{\sigma_{R_{bs}}^2}{2(R_{bs} - \lambda)} - \frac{\lambda}{R_{bs}} \frac{\sigma_{R_{bs}}^2}{2R_{bs}},$$  \hspace{1cm} (100)

and the average delay is upper bounded by

$$E[w_{\lambda,bs}] \leq \frac{\sigma_{R_{bs}}^2}{2\lambda(R_{bs} - \lambda)} - \frac{\lambda}{R_{bs}} \frac{\sigma_{R_{bs}}^2}{2R_{bs} \lambda},$$  \hspace{1cm} (101)

where $R_{bs}$ and $\sigma_{R_{bs}}^2$ are given by (7) and (96), respectively.

For minimizing the expected delay in the continuous layering case, it is required to obtain the optimal $\rho(s)$ (4) which minimizes the average queue size upper bound. As in multi-layer coding, an analytic solution is not available and remains an open problem for further research. However, numerical optimization is impossible here. The constraint of optimization is a continuous function. The target functional in the optimization problem for continuous layering does not have a localization property [59]. A functional with localization property can be written as an integral of some target function. Our functional contains a ratio of integrals and further multiplication of integrals, which cannot be converted to an integral over a single target function. Such functional is also denoted as a nonlocal functional in [59]. In such cases, it is preferable to look for an approximate representation of the nonlocal functional, which has the localization property. Alternatively, approximate target functions with reduced degrees of freedom may be optimized.

An interesting observation from the numerical results of [80] is that when considering delay as a performance measure, code layering could give noticeable performance gains in terms of delay, which are more impressive than those associated with throughput. This makes layering more attractive when communicating under stringent delay constraints.

Analytic resource allocation optimization for delay minimization, under the simple queue model in [80], remains an open problem for further research. In general, when layering is adopted at the transmitter, in conjunction with successive decoding at the receiver, the first layer is decoded earlier than other layers, and it has the shortest service time. Accounting for a different service delay per layer, the basic queue size update equation (the Lindley equation) should be modified accordingly. The analysis of the broadcast approach with a per layer queue is a subject for further research. The queue model which was used in [80] is a zero-padding queue. In this model, the frame size is kept fixed every transmission, and if the queue is nearly empty, the transmission includes zero-padded bits on top of queue data. Optimizing the transmission strategy as a function of the queue
size, such that no zero-padding is required, can further increase layering efficiency and minimize the expected delay. This is a possible direction for further research.

2.6. Delay Constraints

There are various aspects in which delay constraints in communications may impact the system design. Stringent delay constraints might not allow to capture the channel ergodic distribution, and may benefit from a broadcast approach. This is while relaxed delay constraints may allow transmission of long codewords that capture the channel ergodicity. When there is a mixture of delay requirements on data using the same physical transmission resources, interesting coded transmission schemes can be considered. This is studied in [84] as discussed in next subsections and also widely covered in [85,86]. Another aspect is decoding multiple independent blocks, as considered in [87], and studied by its equivalent channel setting, which is the MIMO parallel channel [20] and discussed in detail in the next subsections.

2.6.1. Mixed Delay Constraints

The work in [84] considers the problem of transmission with delay-constrained (DC) and non-delay-constrained (NDC) streams are transmitted over an SISO channel, with no CSIT adhering to the broadcast approach for the DC stream. The DC stream comprises layers that have to be decoded within a short period of a single transmission block. The NDC stream comprises layers that may be encoded over multiple blocks and decoded after the complete codeword is received, potentially observing the channel ergodicity. Three overall approaches are suggested in [84], trying to maximize the expected sum rate. Their achievable rate regions over DC and NDC are examined. A DC stream is always decoded in the presence of an NDC stream, which is treated as interference. However, before decoding an NDC stream, the decodable DC layers can be removed, allowing NDC decoding at the highest signal-to-interference-plus-noise ratio (SINR). A closed-form solution of the sum-rate maximization problem can be derived for the outage and broadcast DC stream in parallel to a single NDC layer. When NDC transmission is also composed of multi-layers, the optimization problem of the expected sum-rate becomes much more complicated.

The joint strategy of accessing both DC and NDC parts on a single channel uses a two-level block nesting. Every \( L \) samples define a block for the DC stream, while the NDC stream is encoded over \( K \) such blocks, consisting of \( L \cdot K \) samples. The NDC block is called a super block. \( L \) is large enough for reliable communication for the DC part, but it is much shorter than the dynamics of the slow fading process. \( K \) is large enough to enable the empirical distribution of the fading coefficient to be similar to the real one. Two independent streams of information are encoded. The DC stream is decoded at the completion of each block at the decoder, at a rate dependent upon the realization of the channel fading coefficient for that block. The NDC stream is decoded only at the completion of the super block. All of the following proposed schemes assume superposition coding, equivalent to symbol-wise additivity of the DC and NDC code letters. Denote by \( w^L \) the \( L \)-length codeword for the DC code for each block, and \( z^{KL} \) the \( KL \)-length codeword for the NDC code for each super block. Define one super block as

\[
y_{k,i} = \sqrt{s_k} \cdot (w_{k,i} + z_{k,i}) + n_{k,i} \quad \text{for} \quad i = 1, 2, \ldots, L, \quad k = 1, 2, \ldots, K, \quad (102)
\]

where the double sub-index \( \{k, i\} \) is equivalent to the time index \((k - 1) \cdot L + i\). Note that slow fading channel nature was used by defining \( s_{k,i} = s_k \). This scheme reflects a power constraint of the form \( \mathbb{E}[|w_{k,i} + z_{k,i}|^2] \leq P \). Define \( R_{DC}(s) \) as the achievable rate for a fading power realization \( s \) per block. The total expected DC rate over all fading power realizations is given by

\[
R_{DC} = \int_0^\infty f_S(u) R_{DC}(u) du. \quad (103)
\]
Let $R_{\text{NDC}}$ designate the rate of the NDC part, which experiences enough such realizations throughout communication. When relaxing the stringent delay constraint, coding over sufficient large blocks achieves ergodic capacity, denoted by $C_{\text{erg}} = \mathbb{E}_S[\log(1 + SP)]$. Clearly, for any coding scheme $R_{\text{DC}} + R_{\text{NDC}} \leq C_{\text{erg}}$.

2.6.2. Broadcasting with Mixed Delay Constraints

The superposition of DC and NDC is employed by allocating a fixed amount of power per stream. Define the DC relative power portion as $\beta \in [0, 1]$, that is $\beta \cdot P$ is the power allocated for the DC stream and the rest $(1 - \beta) \cdot P$ for the NDC stream. The DC part uses the broadcast approach. During decoding of the DC part, the NDC is treated as additional interference since during the decoding of each DC block the NDC codeword cannot be completely received, and thus cannot be decoded nor reconstructed to assist the DC decoding. The NDC decoder is informed of all DC decoded layers per DC codeword, and it cancels out the decoded part from the corresponding NDC block, maximizing its SINR for NDC decoding. By designing the two encoders like described earlier, we can justify that both DC and NDC parts communicate over a flat fading channel with additive Gaussian noise. The imposed noise for each part consists of the white channel noise along with undecodable codewords of those that are undecoded yet from both parts.

The DC encoder uses superposition of an infinite number of layers, ordered using channel fading realization $s$ in a manner that forms a degraded broadcast channel. Per DC message, the transmitted codeword of length $L$ is given by

$$w^L(m_1, m_2, \ldots, m_\infty) = \sum_{j=1}^{\infty} w^j_L(m_j) . \quad (104)$$

Designate $\rho(s)$ to be the DC layering power distribution, which will be optimized later on, and each layer communication scheme will try to overcome a Gaussian channel where the fading is known to both sides. The NDC encoder sends a single message through a block of length $L \cdot K$. By random coding over a Gaussian channel, the codewords can be generated. A total of $e^{L \cdot K \cdot R_{\text{NDC}}}$ codewords can be used, where the channel rate $R_{\text{NDC}}$ relies on the optimized channel power $\rho(s)$ as well.

The decoders are activated by order. First, the DC decoder works on every $L$-block and by successive decoding can reveal as many layers as the channel permits. It is similar to the classic broadcast approach, except all layers suffer from an undecodable (at this stage) interference. All DC decoders’ outputs are fed to the NDC decoder, which works after $K$ such blocks. After removal of the decodable DC codewords of all blocks, the NDC part is decoded with a minimal residual interference, where the interference includes only the undecoded DC layers. Calculating the DC rate in the presence of NDC is a direct extension of [23], which is a special case for $\beta = 1$. Define the DC interference for a fading power $s$ as $I(s)$, implying

$$I(s) = \int_s^{\infty} \rho(u)du , \quad \text{and} \quad \rho(s) = -\frac{d}{ds} I(s) . \quad (105)$$

It associates the undecodable layers upon a channel fading realization $s$ as noise to the transmission. It is restricted to the total DC allocated power

$$I(0) = \int_0^{\infty} \rho(u)du = \beta P ,$$

with $0 \leq \beta \leq 1$. 

Lemma 1 (Achievable Expected DC Rate [84]). Any total expected DC rate $R_{DC}$, which is averaged over all fading realizations, that satisfies

$$ R_{DC} \leq \int_{u=0}^{\infty} (1 - F_S(u)) \frac{u \rho(u)}{1 + u I(u) + (1 - \beta) Pu} \, du, \quad (106) $$

is achievable.

Lemma 2 (Achievable Expected NDC Rate [84]). Any total expected NDC rate $R_{NDC}$, which is averaged over all fading realizations, that satisfies

$$ R_{NDC} \leq \int_{0}^{\infty} f_S(u) \log \left( 1 + \frac{(1 - \beta) Pu}{1 + u I(u)} \right) \, du, \quad (107) $$

is achievable.

It is possible to derive the optimal power allocation for DC layering that maximizes the sum rate $(R_{DC} + R_{NDC})$ as stated in (106) and (107), respectively. It is a function that depends on $I(s)$ according to (105). Specifically, the optimization problem is

$$ I^*(s) = \arg\max_{I(s)} \{ R_{DC} + R_{NDC} \} \quad \text{s.t.} \quad I(0) = \beta P, \quad \text{and} \quad I(\infty) = 0. \quad (108) $$

The outage approach is a simple special case of layering, where a single DC coded layer is used. In this case, the power distribution $I(s)$ is explicitly given by

$$ I(s) = \begin{cases} \beta P & \text{if } 0 \leq s \leq s_{th}, \\ 0 & \text{if } s > s_{th}, \end{cases} \quad (109) $$

$$ \rho(s) = \beta P \cdot \delta(s - s_{th}), \quad (110) $$

where $\delta$ is the Dirac function and $s_{th}$ is a parameter set prior to the communication. Constant $s_{th}$ may be interpreted as the fading gain threshold for single layer coding. The advantages of this approach are low implementation complexity and ease of analysis. The disadvantage is its sub-optimality. The outage approach is designed for a channel with fixed fading of $s_{th}$. On the one hand, if $s \geq s_{th}$, the message can be transmitted error-free at a rate adjusted for $s_{th}$. On the other hand, if $s < s_{th}$, the specific transmission is useless.

Proposition 1 (Joint Optimality by Outage DC [84]). The maximizer $I_0(s)$ of (108) subject that satisfies the form in (109) is specified by $s_{th}^*$, which can be found as the solution to

$$ f_S(s_{th}^*) \log(1 + \beta Ps_{th}^*) = (1 - F_S(s_{th}^*)) \frac{\beta P}{(1 + Ps_{th}^*)(1 + (1 - \beta)Ps_{th}^*)}. \quad (111) $$

The optimal expected DC outage rate and the optimal expected NDC outage rate, which together maximize the sum rate are

$$ R_{DC,0} = (1 - F_S(s_{th}^*)) \log \left( 1 + \frac{\beta Ps_{th}^*}{1 + (1 - \beta)Ps_{th}^*} \right), \quad (112) $$

$$ R_{NDC,0} = \int_{0}^{s_{th}^*} f_S(u) \log \left( 1 + \frac{(1 - \beta)Pu}{1 + \beta Pu} \right) \, du + \int_{s_{th}^*}^{\infty} f_S(u) \log \left( 1 + (1 - \beta)Pu \right) \, du. \quad (113) $$

Maximizing (108) can be derived analytically by developing an Euler Equation in a similar way to [23]. This is done by enlarging the class of admissible functions $I(s)$ (as opposed to the outage approach) to be continuously differentiable and to satisfy the boundary conditions $I(0) = \beta P$ and $I(\infty) = 0$. 


Proposition 2 (Joint Optimality by Broadcast DC). The maximizer \( I_{\text{bs}}(s) \) of (108) when considering all continuously differentiable boundary conditioned functions is \( I_{\text{bs}}(s) = \left[ \tilde{I}(s) \right]_0^\beta P \), where

\[
\tilde{I}(x) = \frac{1}{x} \left( -b(x) + \sqrt{b^2(x) - 4a(x)c(x)} - 1 \right),
\]

\[
a(x) = xf_S(x),
\]

\[
b(x) = 2(1 - \beta)Pf_S(x)x^2 - (1 - F_S(x)),
\]

\[
c(x) = (1 - \beta)^2P^2f_S(x)x^3.
\]

The associated rates \( R_{\text{DC,bs}} \) and \( R_{\text{NDC,bs}} \) can be achieved by substituting it in (106) and (107).

The square root in (114) can impose a finite-length domain for \( \tilde{I}(s) \), that can result in discontinuity at \( I(s) \). This situation is addressed by assigning a Dirac function at \( \rho(s) \), which can be interpreted as a superposition of single-layer coding and continuous layering. Figure 4 shows the relation of \( R_{\text{DC}} + R_{\text{NDC}} \) for the joint outage approach and the joint broadcast approach, for selected values of \( \beta \). The total expected sum-rate is the sum of the DC rate and the NDC rate. As may be observed, if \( \beta \leq 0.9 \), then the ergodic capacity can be nearly achieved in high SNRs.

![Figure 4. Total rate for several \( \beta \) values and the ergodic capacity vs. the SNR \( P \), for the flat Rayleigh channel.](image)

2.6.3. Parallel MIMO Two-State Fading Channel

Broadcasting over MIMO channels is still an open problem, and only sub-optimal achievable schemes are known [23]. The work in [20] considers a two-state parallel MIMO channel, which is equivalent to a SISO two-state channel, where decoding can be done over multiple consecutive blocks, as studied in [87]. The work in [20] considers the slow (block) fading parallel MIMO channel [66], where channel state is known at the receiver only. Under this channel model, the transmitter may adopt a broadcast approach [23], which can optimize the expected transmission rate under no transmission CSI, which is essentially characterized by the variable-to-fixed coding [6].
The study in [49] composes two degraded broadcast channels [24,88] into a three-user setup: an encoder with two outputs, each driving a dual-output broadcast channel; two decoders, where each is fed by one less-noisy broadcast channel output and one more-noisy output of the other channel (called unmatched). This channel is referred to as a **degraded broadcast product channel**. For the AWGN case, the capacity region (private and common rates) of this channel was derived [49]. In [20], the MIMO setting for the broadcast approach is revisited, with new tools that differ from those in [23,74]. This is by analyzing the finite-state parallel MIMO channel, where the capacity region in [49] is used to address the multi-layering optimization problem for maximizing the expected rate of a two-state fading [87,89,90] parallel MIMO channel.

### 2.6.4. Capacity of Degraded Gaussian Broadcast Product Channels

Consider the model introduced in [49], which is a two-receiver discrete memoryless degraded product broadcast channel. The Gaussian case was addressed as a special case. A single transmitter encodes two $n$-length codewords consisting of a common message $w_0 \in \{1, ..., 2^{nR_0}\}$ to be decoded by both users, and two private messages $w_{BA} \in \{1, ..., 2^{nR_{BA}}\}$ and $w_{AB} \in \{1, ..., 2^{nR_{AB}}\}$, one for each of the two decoding users. A single function encodes these three messages into two codewords, where each undergoes parallel degraded broadcast sub-channels

\[
\begin{align*}
    y_1 &= x_1 + n_{11}, \\
    z_1 &= y_1 + n_{12}, \\
    y_2 &= x_2 + n_{21}, \\
    z_2 &= z_2 + n_{22},
\end{align*}
\]

where $n_{11}, n_{21} \sim \mathcal{CN}(0, \nu_b^{-1})$, $n_{21}, n_{22} \sim \mathcal{CN}(0, \nu_a^{-1} - \nu_b^{-1})$. As depicted in the bold and red parts of Figure 5, two users (namely $AB$ and $BA$) receive both common and private messages from the transmitter and independently decode the messages. This is an unmatched setting, as $y_1$ is less noisy than $z_1$, and $z_2$ is less noisy than $y_2$. Hence, each of the users has one less-noisy channel output alongside another, which is the noisier output of the other sub-channel. Following ([49], Theorem 2), which shows this case, and exploiting symmetry for equal power allocation to both sub-channels, optimal allocation is expected to be achieved by equal common rate allocation to every user (state). Denoting $\bar{\alpha} = 1 - \alpha$, the capacity region $(R_0, R_{BA}, R_{AB})$ is

\[
\begin{align*}
    rR_0 &\leq \log \left(1 + \frac{v_a P}{1 + \nu_a P}\right) + \log \left(1 + \frac{v_B P}{1 + \nu_B P}\right), \quad (119) \\
    R_0 + R_{BA} = R_0 + R_{AB} &\leq \log \left(1 + \frac{v_a P}{1 + \nu_a P}\right) + \log(1 + v_B P), \quad (120) \\
    R_0 + R_{BA} + R_{AB} &\leq \log(1 + v_B P) + \log \left(1 + \frac{v_a P}{1 + \nu_a P}\right) + \log(1 + v_B P\bar{\alpha} P). \quad (121)
\end{align*}
\]

![Figure 5. Encoding–decoding scheme of the 2 receiver Gaussian degraded product broadcast channel with users: AA, AB, BA, BB.](image-url)
2.6.5. Extended Degraded Gaussian Broadcast Product Channels

The classical product channel is extended by introducing two dual-input receivers in addition to the original two. The first gets the two more noisy channel outputs \((z_1, y_2)\), whereas the second receives the two less noisy outputs \((z_2, y_1)\). To support this, two messages \(\tilde{w}_{AA}\) and \(\tilde{w}_{BB}\) are added. The total two \(n\)-length codewords are the superposition of three codewords by independent encoders as follows \((X_1, X_2) = f_{AA}(\tilde{w}_{AA}) + f_{cr}(w_0, \tilde{w}_{BA}, \tilde{w}_{AB}) + f_{BB}(w_{BB})\), where subscript cr stands for crossed states \(((A, B)\) or \((B, A)\)). See Figure 5 for an illustration.

Stream AA is decoded first, regardless of whether the others can be decoded (this is done by treating all the other streams as interference). Then, both streams AB and BA, including their common stream subscripted 0 can be decoded after removing the AA impact from their decoder inputs (treating the BB stream as interference). Finally, removing all the above decoded streams allows decoding stream BB. From \((121)\), we have

\[
R_{AA} \leq 2 \log \left( 1 + \frac{a_{AA} P}{\nu_{AA} + \bar{a}_{AA} P} \right),
\]

\[
R_{AA} + R_0 \leq 2 \log \left( 1 + \frac{a_{AA} P}{\nu_{AA} + \bar{a}_{AA} P} \right)
+ \log \left( 1 + \frac{a_{cr} P}{\nu_{cr} + (\bar{a}_{cr} + \bar{a}_{cr} P) P} \right),
\]

\[
R_{AA} + R_0 + R_{BA} = R_{AA} + R_0 + R_{AB}
\leq 2 \log \left( 1 + \frac{a_{AA} P}{\nu_{AA} + \bar{a}_{AA} P} \right)
+ \log \left( 1 + \frac{a_{cr} P}{\nu_{cr} + (\bar{a}_{cr} + \bar{a}_{cr} P) P} \right)
+ \log \left( 1 + \frac{a_{BB} P}{\nu_{BB} + \bar{a}_{BB} P} \right),
\]

where \(a_{AA}, a_{cr}, a_{BB} \in [0, 1]\) are the relative power allocations for the subscripted letters \(a_{AA} + a_{cr} + a_{BB} = 1\), and \(a \in [0, 1]\) is the single user private power allocation within the unmatched channel.

2.6.6. Broadcast Encoding Scheme

Adding a message splitter at the transmitter and channel state-dependent message multiplexer at the receiver enriches the domain. Figure 6 illustrates the encoding and decoding schemes. During decoding, the four possible channel states \(S = (S_1, S_2)\) impose different decoding capabilities. If \(S = (A, A)\), then \(g_{AA}(\cdot)\) can reconstruct \(\tilde{w}_{AA}\) to achieve a total rate of \(R_{AA}\). For \(S = (B, A)\), \(g_{BA}(\cdot)\) is capable of reconstructing three messages \((\tilde{w}_{AA}, w_0, \tilde{w}_{BA})\) with sum rate \(R_{AA} + R_0 + R_{BA}\). Similarly for \(S = (A, B)\), \(g_{AB}(\cdot)\) reconstructs \((\tilde{w}_{AA}, w_0, \tilde{w}_{AB})\) with sum rate \(R_{AA} + R_0 + R_{AB}\). When both channels are permissive \(S = (B, B)\), all five messages \((\tilde{w}_{AA}, w_0, \tilde{w}_{BA}, w_{AB}, \tilde{w}_{BB})\) are reconstructed at \(g_{BB}(\cdot)\) under
Corollary 4. The optimal power allocation for the state $(B) = \emptyset$ is $P_B^* = 0$.

Proposition 3. The maximal sum rate of the symmetric two parallel two state channel over all power allocations is

$$R_0 = \frac{1}{2} \log_2 \left( \frac{1}{2} \right) + \frac{1}{2} \log_2 \left( \frac{1}{2} \right) = \frac{1}{2}.$$ 

and the latter solves $R_0 = R_1(\alpha) = 0$. 

$$a^*_{\alpha, a}(\alpha, a) = \max \{ \min \{ 1 - \alpha, a \} \},$$

where

$$a^*_{\alpha, a}(\alpha, a) = \max \{ \min \{ 1 - \alpha, a \} \},$$

and the arguments satisfy $\alpha = \frac{1}{2} - a$. Note that $R_0(\alpha)$ and $R_1(\alpha)$ are not obliged to be positive, as they can be negative for some scenarios. Denoting the domain $D$ of valid power allocations as

$$D = \{ a | a \in (0, 1) \}$$

and the new notations $R_a = R_a(\alpha)$, $R_a = R_a(\alpha|\emptyset)$, $R_a = R_a(\alpha|\emptyset)$, $R_a = R_a(\alpha|\emptyset)$, and $R_a = R_a(\alpha|\emptyset)$, we can express

$$R_a = 2P_a \log_2 (1 + P_a) + \frac{1}{2} \log_2 (1 + P_a^2),$$

where the expected rate of the parallel channel is

$$R_a = 2P_a \log_2 (1 + P_a) + \frac{1}{2} \log_2 (1 + P_a^2).$$

Using (129), and since both channels have identical statistics leading to $R_a = R_a$.

Using (129), and since both channels have identical statistics leading to $R_a = R_a$. Recall that a single user transmission is of interest here; thus the expected rate of the parallel channel underdamped can be expressed by

$$R_a = 2P_a \log_2 (1 + P_a) + \frac{1}{2} \log_2 (1 + P_a^2).$$
This is true for any set of parameters $v_a, v_b, P_A, P_B$, even if $P_B \to 1$ and $v_b \gg v_a$. Inherently, a penalty occurs when trying to exploit the double permissive state.

**Corollary 5.** Under the optimal power allocation, $\alpha_{\text{opt}}(\alpha_{AA}) = 1 - \alpha_{\text{opt}}^{\alpha}(\alpha_{AA})/(1 - \alpha_{AA})$.

This removes a degree of freedom in the optimization problem. Using these corollaries, and the notation $\alpha' = [\alpha, \alpha_{AA}, \alpha_{cr}, \alpha_{BB}]^T$ instead of $\alpha = [\alpha_0, \alpha_1, \alpha_2]^T$, we have the following theorem.

**Theorem 2.** The maximal sum rate of the symmetric two-parallel two-state channel over all allocations $\alpha' \in D'$ is

$$R_{\text{ave}}^{\text{opt}} = 2(P_A + P_B)^2 \log(1 + v_a p) + \max_{0 \leq \alpha_{AA} \leq 1} \left\{ R_0(1 - \alpha_{AA}) + R_1(1 - \alpha_{AA}) \cdot (1 - \alpha_{\text{opt}}^{\alpha}(\alpha_{AA})) \right\},$$

(135)

where

$$rC\alpha_{\text{opt}}^{\alpha}(\alpha_{AA}) = \left[ \min \left\{ 1, 1 - \frac{P_a^2 v_b - (P_a + P_b) v_a}{2P_a P_b v_a v_b P(1 - \alpha_{AA})} \right\} \right]^+.$$

(136)

Denoting the argument of the maximization as $\alpha_{\text{opt}}^{\alpha}(\alpha_{AA})$, the optimal power allocation vector is

$$\alpha_{\text{opt}} = [\alpha_{\text{opt}}^{\alpha}(\alpha_{AA}), \alpha_{\text{opt}}^{\alpha}(\alpha_{AA}), 1 - \alpha_{\text{opt}}^{\alpha}(\alpha_{AA}), 0]^T.$$

From Proposition 3 and by setting $\alpha_1 = 1 - \alpha_{AA} - \alpha_{cr} = (1 - \alpha_{AA})(1 - \alpha)$, it can be observed that the optimal allocation for state BB is $\alpha_{BB} = 0$. For evaluation of the advantage of the joint $\alpha_{AA}$ and $\alpha$, the following sub-optimal schemes are compared: (a) independent broadcasting; (b) privately broadcasting; and (c) only common broadcasting. A scheme for which the encoder disjointly encodes different messages into each single channel of the parallel channel using the broadcast approach over the fading channel is denoted by **independent broadcasting**. The broadcast approach for fading SISO channel relies on two main operations: superposition coding by layering at the transmitter; and successive interference cancellation at the receiver. The maximal expected sum rate of the symmetric two parallel two state channel under independent broadcasting is

$$R_{\text{ave}}^{\text{ind-bc, opt}} = 2(P_A + P_B)^2 \log\left( \frac{1 + v_a P}{1 + v_a (1 - \alpha^{\text{ind-bc, opt}}) P} \right) + 2P_B \log\left( 1 + v_b (1 - \alpha^{\text{ind-bc, opt}}) P \right),$$

(137)

A scheme for which no power is allocated for the common stream in the (B, A) and (A, B) states (message $w_9$) is called **privately broadcasting**. This scheme is equivalent to setting $\alpha = 0$ in Theorem 2, thus allocating encoding power from the common stream ($R_0 = 0$) to the other streams $R_{AA}$, $R_{AB}$, $R_{BA}$, and $R_{BB}$, which achieves optimality for

$$\alpha_{\text{AA}}^{\text{prv-bc, opt}} = \left[ \min \left\{ 1, 1 - \frac{|P_a - P_b| v_b - |P_a + P_b| v_a}{2P_a P_b v_a v_b P} \right\} \right]^+.$$

(138)

A scheme for which all of the crossed state power is allocated only to the common stream (message $w_9$) and no power is allocated to the private messages (no allocation for messages $w_{AB}$ and $w_{BA}$) is called **only common broadcasting**. This scheme is equivalent to setting $\alpha = 1$ in Theorem 2, thus allocating encoding power from the private streams ($R_{AB} = R_{BA} = 0$) to the other streams $R_{AA}$, $R_0$ and $R_{BB}$, which achieves optimality for

$$\alpha_{\text{AA}}^{\text{cmn-bc, opt}} = \left[ \min \left\{ 1, 1 - \frac{(P_a + P_b)^2 - P_a^2 |v_a - (P_a + P_b)| v_b}{2P_a P_b v_a v_b P} \right\} \right]^+.$$

(139)
The result in Theorem 2 differs from the one presented in [87] for the two-parallel two state channel. In [87] it is chosen to transmit only common information to the pairs (A, B) and (B, A). (Ref. [87], Equation (39)) clearly states that for the crossed states (A, B) and (B, A) only common rate is used without justification. It is further claimed that this is an expected rate upper bound for some power allocation. The result in (137) proves that broadcasting common information only, i.e., $\alpha = 1$ is sub-optimal, and does not yield the maximal average rate.

2.7. Broadcast Approach via Dirty Paper Coding

We conclude this section by noting the relevance of dirty paper coding (DPC) to the broadcast approaches discussed. Even though the central focus of the broadcast approaches discussed is superposition coding, all these approaches can be revisited by instead adopting dirty paper coding. Information layers generated by a broadcast approach interfere with one another with the key property that the interference is known to the transmitter. DPC enables effective transmission when the transmitted signal is corrupted by interference (and noise in general) terms that are known to the transmitter. This is facilitated via precoding the transmitted signal by accounting for and canceling the interference.

DPC plays a pivotal role in the broadcast channel. It is an optimal (capacity-achieving) scheme for the multi-antenna Gaussian broadcast channel [47,50] with general message sets and effective, in the form of binning, for the general broadcast channel with degraded message sets [22]. To discuss the application of the DPC in the broadcast approach, consider the single-user channel with a two-state fading process, that is for the model in (1) we have $h \in \{h_w, h_s\}$ where $|h_w| < |h_s|$, rendering the following two models in these two states:

$$y_w = h_w x + n_w,$$
$$y_s = h_s x + n_s,$$ (140, 141)

which can also be considered a broadcast channel with two receivers with channels $h_w$ and $h_s$. The broadcast region for this channel can be achieved by both superposition coding and DPC. When the noise terms have standard Gaussian distribution, the capacity region is characterized by all pairs

$$R_w \leq \frac{1}{2} \log \left(1 + \frac{\alpha P|h_w|^2}{1 + (1 - \alpha) P|h_s|^2}\right),$$
$$R_s \leq \frac{1}{2} \log \left(1 + (1 - \alpha) P|h_s|^2\right).$$ (142, 143)

over all $\alpha \in [0, 1]$. This capacity region is achievable by superposition coding of two information layers $x_w$ and $x_s$ with rates $R_w$ and $R_s$ to transmit $x = x_w + x_s$. The same region can be achieved by DPC, where $x_w$ is generated and decoded as done in superposition coding, and $x_s$ is designed by treating $x_w$ as the interference known to the transmitter non-causally. It is noteworthy that the original design of DPC in [91] the non-causally known interference term is modeled as additive Gaussian noise. However, as shown in [92], the interference term can be any sequence, like a Gaussian codeword, and still achieve the same capacity region.

The operational difference of superposition coding and DPC at the receiver side is that when using superposition coding, at the stronger receiver, the layers $x_w$ and $x_s$ have to be decoded sequentially, while when using DPC, the two layers can be decoded in parallel. This observation alludes to an operational advantage of DPC over superposition coding: while both achieving the capacity region, DPC imposes shorter decoding latency.

3. The Multiple Access Channel

3.1. Overview

As discussed in detail in Section 2, CSI uncertainties result in degradation in communication reliability. Such degradations can be further exacerbated as we transition
to multiuser networks consisting of a larger number of simultaneously communicating users. Irrespective of multiuser channel models, a common realistic assumption is that slowly varying channels can be estimated by the receivers with high fidelity, providing the receivers with the CSI. Acquiring the CSI by the transmitters can be further facilitated via feedback from the receivers. However, feedback communication is often infeasible or incurs additional communication and delay costs, which increase significantly as the number of transmitters and receivers grows in the network.

This section focuses on the multi-access channel, consisting of multiple users with independent messages communicating with a common receiver. The channels undergo slow fading processes. Similar to the setting considered in Section 2, it is assumed that the receivers can acquire the CSI with high fidelity (e.g., through training sessions). While the receiver has perfect and instantaneous access to the states of all channels, the transmitters are either entirely or partially oblivious to the CSI, rendering settings in which the transmitters face CSI uncertainty. The information-theoretic limits of the MAC when all the transmitters and receivers have complete CSI are well-investigated [7,93,94]. Furthermore, there is a rich literature on the MAC’s information-theoretic limits under varying degrees of availability of instantaneous CSIT. Representative studies on the capacity region include the impact of degraded CSIT [95], quantized and asymmetric CSIT [96], asymmetric delayed CSIT [97], non-causal asymmetric partial CSIT [98], and symmetric noisy CSIT [99].

Bounds on the capacity region of the memoryless MAC in which the CSIT is made available to a different encoder in a causal manner are characterized in [100]. Counterpart results are characterized for the case of common CSI at all transmitters in [101], which are also extended in [102] to address the case in which the encoder compresses previously transmitted symbols and the previous states. The study in [103] provides an inner bound on the capacity region of the discrete and Gaussian memoryless two-user MAC in which the CSI is made available to one of the encoders non-causally. An inner bound on the capacity of the Gaussian MAC is derived in [104] when both encoders are aware of the CSI in a strictly causal manner. The capacity region of a cooperative MAC with partial CSIT is characterized in [105]. The capacity region of the multiuser Gaussian MAC in which each interference state is known to only one transmitter is characterized within a constant gap in [106]. A two-user generalized MAC with correlated states and non-causally known CSIT is studied in [107]. In [108], a two-user Gaussian double-dirty compound MAC with partial CSIT is studied. The capacity regions of a MAC with full and distributed CSIT are analyzed in [109]. A two-user cooperative MAC with correlated states and partial CSIT is analyzed in [110]. The study in [111] characterizes inner and upper bounds on the capacity region of a finite-state MAC with feedback.

Despite the rich literature on the MAC with full CSIT, when the transmitters can acquire only the probability distribution of the fading channel state, without any instantaneous CSIT, the performance limits are not fully known. The broadcast approach is investigated for the two-user MAC with no CSIT in [73,89,90,112–114]. The multiple access channel is primarily studied in [73,89,90,112–114]. Specifically, the effectiveness of a broadcast strategy for multiuser channels is investigated in [73,90,112] for the settings in which the transmitters are oblivious to all channels, and in [89,114] for the settings in which each transmitter is oblivious to only channels linking other users to the receiver. Specifically, when the transmitters are oblivious to all channels, the approaches in [73] and [112] adopt the broadcast strategy designed for single-user channels and directly apply it to the MAC. As a result, each transmitter generates a number of information streams, each adapted to a specific realization of the direct channel linking the transmitter to the receiver. The study in [90] takes a different approach based on the premise that the contribution of each user to the overall performance of the multiple access channel not only depends on the direct channel linking this user to the receiver, but it is also influenced by the relative qualities of the other users’ channels. Hence, it proposes a strategy in which the information streams are generated and adapted to the channel’s combined state resulting from incorporating all individual channel states. The setting in which the transmitters have only local CSIT, that is,
each transmitter has the CSI of its direct channel to the receiver while being unaware of the states of other users’ channels, is studied in [89,114]. Medium access without transmitter coordination is studied in [115].

The remainder of this section is organized as follows. This section focuses primarily on the two-user MAC, for which we provide a model in Section 3.2. We start by discussing the settings in which the transmitters have access to only the statistical model of the channel, and they are oblivious to the channel model in Section 3.4 with an emphasis on continuous channel models. Next, we focus on the setting in which the receiver has full CSI, and the transmitters have only the statistical model of the CSI and review two broadcast approaches in Sections 3.5 and 3.6. The focus of these two subsections is two-state discrete channel models. Their generalization to multi-state channels will be discussed in Section 3.7. Finally, we will review two broadcast approach solutions for settings with local (partial) CSIT in Sections 3.8 and 3.9. The focus of these two subsections are on the two-state discrete channel models, and their generalization to the multi-state models is discussed in Section 3.10.
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**Figure 7.** Equivalent degraded broadcast channel corresponding to a two-user four state multiple access channel with channel gains $s_1$ and $s_2$.

### 3.2. Network Model

Consider a two-user multiple access channel, in which two independent users transmit independent messages to a common receiver via a discrete-time Gaussian multiple-access fading channel. All the users are equipped with one antenna, and the random channel coefficients are statistically independent. The fading process is assumed to remain unchanged during each transmission cycle and can change to independent states afterward. The users are subject to an average transmission power constraint $P$. By defining $x_i$ as the signal of transmitter $i \in \{1, 2\}$ and $h_i$ as the coefficient of the channel linking transmitter $i \in \{1, 2\}$ to the receiver, the received signal is

$$y = h_1 x_1 + h_2 x_2 + n,$$  \hspace{1cm} (144)

where $n$ accounts for the AWGN with mean 0 and variance 1. We consider both continuous and discrete models for the channel.

#### 3.2.1. Discrete Channel Model

Each of the channels, independently of the other one, can be in one of the finite distinct states. We denote the number of states by $\ell \in \mathbb{N}$ and denote the distinct values that $h_1$ and $h_2$ can take by $\{\sqrt{\ell} m : m \in \{1, \ldots, \ell\}\}$. Hence the multiple access channel can be in one of the combined $\ell^2$ states. By leveraging the broadcast approach (c.f. [23,25,112]), the communication model in (144) can be equivalently presented by a broadcast network that has two inputs $x_1$ and $x_2$ and $\ell^2$ outputs, each corresponding to one channel state.
combination. Each output corresponds to one possible combinations of channels $h_1$ and $h_2$. We denote the output corresponding to the combination $h_1 = \sqrt{s_m}$ and $h_2 = \sqrt{s_n}$ by

$$y_{mn} = \sqrt{s_m}x_1 + \sqrt{s_n}x_2 + n_{mn}, \quad (145)$$

where $n_{mn}$ is a standard Gaussian random variable for all $m, n \in \{1, \ldots, \ell\}$. Figure 7 depicts this network for the case of the two-state channels ($\ell = 2$). Without loss of generality and for the convenience in notations, we assume that channel gains $\{s_m : m \in \{1, \ldots, \ell\}\}$ take real positive values and are ordered in the ascending order, i.e., $0 < s_1 < s_2 < \cdots < s_\ell$. We define $q_{mn}$ as the probability of the state $(h_1, h_2) = (s_m, s_n)$. Accordingly, we also define $q_m = \sum_{n=1}^{\ell} q_{mn}$ and $p_n = \sum_{m=1}^{\ell} q_{mn}$. We will focus throughout the section on the case of symmetric average transmission power constraints, i.e., $P_1 = P_2 = P$, whereas the generalization to the case of asymmetric power constraints is straightforward.

3.2.2. Continuous Channel Model

In the continuous channel model, the fading coefficients $h_1$ and $h_2$ take a continuous values that follow known statistical models. These statistical models are known to the transmitter and receiver. We denote the fading powers by $s_1 = |h_1|^2$ and $s_2 = |h_2|^2$. Depending on channel realizations, denote the channel output when the channel gains are $s_1$ and $s_2$ by

$$y_{s_1s_2} = \sqrt{s_1}x_1 + \sqrt{s_2}x_2 + n_{s_1s_2}. \quad (146)$$

Throughout this section, we use the notation $C(x, y) = \frac{1}{2} \log_2 \left( 1 + \frac{x}{y + P} \right)$. We review settings in which the transmitters are either fully oblivious to all channels or have local CSIT. That is, each transmitter 1 (2) knows channel $h_1$ ($h_2$) while being unaware of channel $h_2$ ($h_1$). We refer to this model by L-CSIT, and similarly to the N-CSIT setting, we characterize an achievable rate region for it.

3.3. Degradedness and Optimal Rate Spitting

The broadcast approach’s hallmark is a designating an order of degradedness among different network realizations based on their qualities. Designating degradedness in the single-user single-antenna channel arises naturally, as discussed in Section 2. However, for the multiuser networks, there is no natural notion of degradedness, and any ordering approach will at least bear some level of heuristics. In the broadcast approaches that we discuss in this section for the MAC, we use the capacity region of the multiple access channels under different network states. Based on this notion of degradedness, once one of the channels improves, the associated capacity region expands, alluding the to the possibility of sustaining higher reliable rates.

3.4. MAC without CSIT—Continuous Channels

We start by discussing the canonical Gaussian multiple-access channel in which the channels undergo a continuous fading model in (146). This is the setting that is primarily investigated in [73]. To formalize this approach, we define $R_i(s)$ as the reliability communicated information rate of transmitter $i$ at fading level $s$. Similarly to the single-user channel, we define $\rho_i(s)$ as the power assigned to the infinitesimal information layer of transmitter $i$ corresponding to fading power $s$. Accordingly, we define the interference terms

$$I_i(s) = \int_{s}^{\infty} \rho_i(u) \, du. \quad (147)$$
when the channels fading powers are \( s_1 \) and \( s_2 \), we define \( \text{SNR}_i(s_1, s_2) \) as the effective SNR of transmitter \( i \). These SNR terms satisfy

\[
\begin{align*}
\text{SNR}_1(s_1, s_2) &= \frac{s_1}{1 + s_2 I_2(\text{SNR}_2(s_1, s_2))}, \\
\text{SNR}_2(s_1, s_2) &= \frac{s_1}{1 + s_2 I_1(\text{SNR}_1(s_1, s_2))}.
\end{align*}
\]

(148)

Hence, corresponding to this channel combination, the rate that transmitter \( i \) can sustain reliability is

\[
R_i(s_1, s_2) = \int_0^{\text{SNR}_i(s_1, s_2)} -\frac{udI_i(u)}{1+uI_i(u)},
\]

(149)

and subsequently, the expected rate of transmitter \( i \) is

\[
\bar{R}_i = \mathbb{E}[R_i(s_1, s_2)] = \int_0^\infty (1 - F_i(u)) -\frac{udI_i(u)}{1+uI_i(u)},
\]

(150)

where \( F_i \) denotes the CDF of \( \text{SNR}_i(s_1, s_2) \). Any resource allocation or optimization problem over the average rates \( \bar{R}_1 \) and \( \bar{R}_2 \) consists in determining the power allocation functions \( \rho_i(s) \). For instance, finding the transmission policy that yields the maximum average rate \( \bar{R}_1 + \bar{R}_2 \) boils down to designing functions \( \rho_1 \) and \( \rho_2 \). The same formulation can be readily generalized to the \( K \)-user MAC, in which we designate a power allocation function to each transmitter, accordingly define the interference functions, the achievable rates for each specific channel realization, and the average rate of each user.

### 3.5. MAC without CSIT—Two-State Channels: Adapting Streams to the Single-User Channels

We continue by reviewing finite-state multi-access channels. This setting is first investigated in [112] for the two-state discrete channel model. As suggested in [112], one can readily adopt the single-user strategy of [25] and split the information stream of a transmitter into two streams, each corresponding to one fading state, and encodes them independently. Recalling the canonical model in (146), let us refer to the channel with the fading gains \( s_1 \) and \( s_2 \) as weak and strong channels, respectively (We will use this strong versus weak dichotomous model throughout Section 3). The two encoded information streams are subsequently superimposed and transmitted over the channel. One of the streams, denoted by \( W_1 \), is always decoded by the receiver, while the second stream, denoted by \( W_2 \), is decoded only when the channel is strong.

This strategy is adopted and directly applied to the multiple access channel in [112]. Specifically, it generates two coded information streams per transmitter, where the streams of user \( i \in \{1, 2\} \) are denoted by \( \{W_1^i, W_2^i\} \). Based on the channels’ actual realizations, a combination of these streams is successively decoded by the receiver. In the first stage, the baseline streams \( W_1^1 \) and \( W_1^2 \), which constitute the minimum amount of guaranteed information, are decoded. Additionally, when the channel between transmitter \( i \) and the receiver, i.e., \( h_i \) is strong, in the second stage information stream \( W_2^i \) is also decoded. Table 1 depicts the decoding sequence corresponding to each of the four possible channel combinations.

<table>
<thead>
<tr>
<th>((h_1^i, h_2^i))</th>
<th>Decoding Stage 1</th>
<th>Decoding Stage 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>((s_1, s_1))</td>
<td>(W_1^1, W_2^1)</td>
<td></td>
</tr>
<tr>
<td>((s_2, s_1))</td>
<td>(W_1^1, W_2^1)</td>
<td>(W_2^1)</td>
</tr>
<tr>
<td>((s_1, s_2))</td>
<td>(W_1^1, W_2^1)</td>
<td>(W_2^2)</td>
</tr>
<tr>
<td>((s_2, s_2))</td>
<td>(W_1^1, W_2^1)</td>
<td>(W_2^1, W_2^2)</td>
</tr>
</tbody>
</table>
Based on the codebook assignment and decoding specified in Table 1, the equivalent multiuser network is depicted in Figure 8. The performance limits on the rates are characterized by delineating the interplay among the rates of the four codebooks \( \{ W_1^1, W_1^2, W_2^1, W_2^2 \} \). We denote the rate of codebook \( W_j^i \) by \( R(W_j^i) \). There are two ways of grouping these rates and assessing the interplay among different groups. One approach would be analyzing the interplay between the rate of the codebooks adapted to the weak channels and the codebooks’ rate adapted to the strong channels. The second approach would be analyzing the interplay between the rates of the two users. In a symmetric case and in the face of CSIT uncertainty, a natural choice will be the former approach. For this purpose, define \( R_w = R_1^1 + R_2^1 \) and \( R_s = R_1^2 + R_2^2 \) as the rate of the codebooks adapted to the weak and strong channels, respectively. The study in [112] characterizes the capacity region of the pair \( (R_w, R_s) \) achievable in the Gaussian channel, where it is shown that superposition coding is the optimal coding strategy. The capacity region of this channel is specified in the following theorem.

**Theorem 3 ([112]).** The \( (R_w, R_s) \) capacity region for the channel depicted in Figure 8 is given by the set of all rates satisfying

\[
R_w \leq C(2s_1(1 - \beta), 2s_1\beta), \quad (151)
\]

\[
R_s \leq C(2s_2, 0), \quad (152)
\]

for all \( \beta \in [0, 1] \).

### 3.6. MAC without CSIT—Two-State Channels: State-Dependent Layering

In the approach of Section 3.5, each transmitter adapts its transmission to its direct link to the receiver without regards for the channel linking the other transmission to the receiver. However, the contribution of user \( i \in \{1, 2\} \) to a network-wide performance metric (e.g., sum-rate capacity) depends not only on the quality of the channel \( h_i \), but also on the quality of the channel of the other user. This motivates adapting the transmission scheme of each transmitter to the MAC’s combined state instead of the individual channels. As investigated in [90,113] adapting to the network state can be facilitated by assigning more information streams to each transmitter and adapting them to the combined effect of both channels. Designing and assigning more than two information streams to each transmitter allows for a finer resolution in successive decoding, which in turn expands the capacity region characterized in [112].

To review the encoding and decoding scheme as well as the attendant rate regions, we start by focusing on the two-state discrete channel model. This setting furnishes the context to highlight the differences between streaming and successive decoding strategy in this section and those investigated in Section 3.5. By leveraging the intuition gained, the general multi-state discrete channel model will be discussed in Section 3.6.
In the approach that adapts the transmissions to the combined network states, each transmitter splits its message into four streams corresponding to the four possible combinations of the two channels. These codebooks for transmitter \( i \in \{1, 2\} \) are denoted by \( \{W_{11}^i, W_{12}^i, W_{21}^i, W_{22}^i\} \), where the information stream \( W_{ii}^i \) is associated with the channel realization in which the channel gain of user \( i \) is \( s_i \), and the channel gain of the other user is \( s_{\bar{i}} \). These stream assignments are demonstrated in Figure 9. The initial streams \( \{W_{11}^1, W_{12}^1\} \) account for the minimum amount of guaranteed information, which are adapted to the channel combination \( (h_1^2, h_2^2) = (s_1, s_1) \) and they should be decoded by all four possible channel combinations. When at least one of the channels is strong, the remaining codebooks are grouped and adapted to different channel realizations according to the assignments described in Figure 9. Specifically:

- The second group of streams \( \{W_{12}^1, W_{21}^1\} \) are reserved to be decoded in addition to \( \{W_{11}^1, W_{12}^1\} \) when \( h_1 \) is strong, while \( h_2 \) is still weak.
- Alternatively, when \( h_1 \) is weak and \( h_2 \) is strong, instead the third group of streams, i.e., \( \{W_{12}^2, W_{21}^2\} \), are decoded.
- Finally, when both channels are strong, in addition to all the previous streams, the fourth group \( \{W_{22}^2, W_{22}^2\} \) is also decoded.

The order in which the codebooks are successively decoded in different network states is presented in Table 2. Based on this successive decoding order, channel gain state \((s_1, s_1)\) is degraded with respect to all other states (i.e., the capacity region of the MAC corresponding to receiver \( y_{11} \) is strictly smaller than those of the other three receivers), while \((s_1, s_2)\) and \((s_2, s_1)\) are degraded with respect to \((s_2, s_2)\). Clearly, the codebook assignment and successive decoding approach presented in Table 2 subsumes the one proposed in [112] presented in Table 1. In particular, Table 1 can be recovered as a special case of Table 2 by setting the rates of the streams \( \{W_{21}^1, W_{21}^2, W_{22}^2, W_{22}^2\} \) to zero. The codebook assignment and decoding order discussed leads to the equivalent multiuser network with two inputs \( \{x_1, x_2\} \) and four outputs \( \{y_{11}, y_{12}, y_{21}, y_{22}\} \), as depicted in Figure 10. Each receiver is designated to decode a pre-specified set of codebooks.

![Figure 9](image_url)  
Figure 9. Streaming and codebook assignments by user 1 and user 2.

![Figure 10](image_url)  
Figure 10. Equivalent network when adapting the layers to the multiple-access channel (no CSIT).
Table 2. Successive decoding order of the streams adapted to the MAC.

<table>
<thead>
<tr>
<th>$(h^2_1, h^2_2)$</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(s_1, s_1)$</td>
<td>$W^1_{11}, W^2_{11}$</td>
<td>$W^1_{12}, W^2_{21}$</td>
<td>$W^1_{22}, W^2_{22}$</td>
</tr>
<tr>
<td>$(s_2, s_1)$</td>
<td>$W^1_{11}, W^2_{11}$</td>
<td>$W^1_{12}, W^2_{21}$</td>
<td>$W^1_{22}, W^2_{22}$</td>
</tr>
<tr>
<td>$(s_1, s_2)$</td>
<td>$W^1_{11}, W^2_{11}$</td>
<td>$W^1_{21}, W^2_{21}$</td>
<td>$W^1_{22}, W^2_{22}$</td>
</tr>
<tr>
<td>$(s_2, s_2)$</td>
<td>$W^1_{11}, W^2_{11}$</td>
<td>$W^1_{21}, W^2_{21}$</td>
<td>$W^1_{22}, W^2_{22}$</td>
</tr>
</tbody>
</table>

Next, we delineate the region of all achievable rates $R_{uv}^i$ for $i, u, v \in \{1, 2\}$, where $R_{uv}^i$ accounts for the rate of codebook $W_{uv}^i$. Define $\beta_{uv}^i \in [0, 1]$ as the fraction of the power that transmitter $i$ allocates to stream $W_{uv}^i$ for $u \in \{1, 2\}$ and $v \in \{1, 2\}$, where we clearly have $\sum_{u=1}^{2} \sum_{v=1}^{2} \beta_{uv}^i = 1$. For the simplicity in notations, and in order to place the emphasis on the interplay among the rates of different information streams, we focus on a symmetric setting in which relevant streams in different users have identical rates, i.e., rates of information streams $W_{1v}^i$ and $W_{2v}^i$, denoted by $R_{1v}^i$ and $R_{2v}^i$, respectively, are the same, and it is denoted by $R_{uv}$, i.e., $R_{uv} = R_{1v}^1 = R_{2v}^2$.

**Theorem 4 ([90]).** The achievable rate region of the rates $(R_{11}, R_{12}, R_{21}, R_{22})$ for the channel depicted in Figure 10 is the set of all rates satisfying:

\[
R_{11} \leq r_{11} \tag{153}
\]
\[
R_{12} \leq r_{12} \tag{154}
\]
\[
R_{21} \leq r_{21} \tag{155}
\]
\[
R_{12} + R_{21} \leq r_1 \tag{156}
\]
\[
2R_{12} + R_{21} \leq r_{12}' \tag{157}
\]
\[
R_{12} + 2R_{21} \leq r_{21}' \tag{158}
\]
\[
R_{22} \leq r_{22}' \tag{159}
\]

over all possible power allocation factors $\beta_{uv}^i \in [0, 1]$ such that $\sum_{u=1}^{2} \sum_{v=1}^{2} \beta_{uv}^i = 1$, where by setting $\hat{\beta}_{uv} = 1 - \beta_{uv}$ we have defined

\[
r_{11} = \min \left\{ \frac{1}{2} C(2s_1\beta_{11}, 2s_2\beta_{11}), C(s_1\beta_{11}, (s_1 + s_2)\hat{\beta}_{11}) \right\}, \tag{160}
\]
\[
r_{12} = \min \left\{ \frac{1}{2} C(2s_1\beta_{12}, 2s_2\beta_{12}), C(s_2\beta_{12}, 2s_1\beta_{12}, s_1(\beta_{12} + \beta_{22}), 2s_1(\beta_{21} + \beta_{22})) \right\}, \tag{161}
\]
\[
r_{21} = \min \left\{ \frac{1}{2} C(2s_2\beta_{21}, 2s_1\beta_{21}), C(s_1\beta_{21}, s_1(\beta_{12} + \beta_{22}) + s_2(\beta_{21} + \beta_{22})) \right\}, \tag{162}
\]
\[
r_{12}' = C(s_2(2\beta_{12} + \beta_{22}), 2s_2\beta_{22}), C(s_1\beta_{21}, s_1(\beta_{12} + \beta_{22}) + s_2(\beta_{21} + \beta_{22})) \right\}, \tag{163}
\]
\[
r_{21}' = C(s_2\beta_{12} + 2\beta_{22}), 2s_2\beta_{22}) \right\}, \tag{164}
\]
\[
r_{22}' = \frac{1}{2} C(2s_2\beta_{22}, 0) \right\}. \tag{165}
\]

**Proof.** The proof follows from the structure of the rate-splitting approach presented in Figure 9 and the decoding strategy presented in Table 2. The detailed proof is provided in ([90], Appendix B). □

In order to compare the achievable rate region in Theorem 4 and the capacity region presented in Theorem 3, we group the information streams in the way that they are ordered and decoded in [112]. Specifically, the streams $(W^1_{11}, W^2_{21}, W^1_{12}, W^2_{22})$ are allocated zero power. Information streams $W^1_{11}$ and $W^2_{11}$ are adapted to the weak channels, and the information streams $W^1_{12}$ and $W^2_{12}$ are reserved to be decoded when one or both channels are strong. Information streams adapted to the strong channels are grouped, and their rates
are aggregated, and those adapted to the weak channels are also groups, and their rates are aggregated. Based on this, the region presented in Theorem 4 can be used to form the sum-rates $R_w = (R_{11} + R_{11}^2)$ and $R_s = (R_{12} + R_{12}^2)$.

**Theorem 5 ([90]).** By setting the power allocated to streams $\{W_{11}^1, W_{12}^1, W_{12}^2\}$ to zero, the achievable rate region characterized by Theorem 4 reduces to the following region, which coincides with the capacity region characterized in [112].

$$R_w \leq \min \{a_3, a_6, a_9, a_4 + a_8\},$$

and

$$R_s \leq C(2\beta_{12}^1 + 2\beta_{12}^2, 0),$$

where we have defined

$$a_3 = C(s_1(\beta_{11}^1 + \beta_{11}^2), s_1(\beta_{11}^1 + \beta_{11}^2)),$$

$$a_6 = C(s_1(\beta_{11}^1 + s_2\beta_{11}^2), s_1(\beta_{11}^1 + s_2\beta_{11}^2)),$$

$$a_9 = C(s_2(\beta_{11}^1 + s_1\beta_{11}^2), s_2(\beta_{11}^1 + s_1\beta_{11}^2)).$$

**Proof.** See ([90], Appendix D). □

Figure 11 quantifies and compares the achievable rate region characterized in Theorems 4 and 5 with the capacity region characterized in Theorem 3. The regions presented in Theorems 4 and 5 capture the interplay among the rates of the individual codebooks and the capacity region of Theorem 3 characterize the trade-off between the sum-rates of the information streams adapted to the weak and strong channels. To have a common ground for comparisons, the result of Theorems 4 and 5 can be presented to signify the codebooks of the weak and strong channel states. Recall that earlier we defined the sum-rates

$$R_w = R_{11}^1 + R_{11}^2, \quad \text{and} \quad R_s = R_{12}^1 + R_{12}^2.$$

Accordingly, for the coding scheme (Table 2) we define

$$R_w = R_{11}^1 + R_{11}^2 + R_{21}^1 + R_{21}^2 + R_{12}^1 + R_{12}^2,$$

and

$$R_s = R_{12}^1 + R_{12}^2.$$

Based on these definitions, Figure 11 demonstrates the regions described by $(R_w, R_s)$ and $(R_w, R_s)$, in which the transmission SNR is 10, the channel coefficients are $(\sqrt{3}, 1)$, and the regions are optimized over all possible power allocation ratios. The numerical evaluation in Figure 11 depict that the achievable rate region in Theorem 4 subsumes that of Theorem 5 (and subsequently, that of 3), and the gap between the two regions diminishes as the rates of the information layers adapted to the strong channels increases, i.e., $R_s$ and $R_s$ increase. Next, in order to assess the tightness of the achievable rate regions, we present an outer bound on the capacity region of the network in Figure 10.

**Theorem 6 ([90]).** An outer bound for the capacity region of the rates $(R_{11}, R_{12}, R_{21}, R_{22})$ for the channel depicted in Figure 10 is the set of all rates satisfying:

$$R_{11} \leq \frac{1}{2} a_3, \quad R_{12} \leq \frac{1}{2} a_4, \quad R_{21} \leq \frac{1}{2} a_8, \quad R_{22} \leq a_9,$$
where we have defined

\[ a_{24} = C\left(s_2^2 + s_2^2, s_{22}^2 + s_{22}^2\right), \quad (176) \]

\[ a_{27} = C\left(s_2^2 + s_2^2, s_{21}^2 + s_{21}^2\right), \quad (177) \]

\[ r_{22} = \frac{1}{2} C(2s_{22}^2, 0). \quad (178) \]

Figure 12 compares the outer bound specified in Theorem 6 and the achievable rate region presented in Theorem 4 for SNR values 1 and 5, and the choice of \((\sqrt{s_1}, \sqrt{s_2}) = (0.5, 1)\). Corresponding to each SNR, this figure illustrates the capacity region obtained in Theorem 3, as well as the achievable rate region and the outer bound reviewed in this section.

To evaluate the average rate as a long-term relevant proper measure capturing the expected rate over a large number of transmission cycles, each cycle undergoes an independent fading realization. Consider a symmetric channel, in which the corresponding information streams are allocated identical power and have the same rate, and set \(R_{uv} = R_{1u} = R_{2u}\) for \(u, v \in \{1, 2\}\). In addition, consider a symmetric distribution for \(h_1\) and \(h_2\) such that \(P(h_1^2 = s_j) = P(h_2^2 = s_i)\) for \(i \in \{1, 2\}\), and define \(p = P(h_1^2 = s_1) = P(h_2^2 = s_1)\). By leveraging the stochastic model of the fading process, the average rate is

\[ R_{ave} = 2[R_{11} + (1 - p)(R_{12} + R_{21}) + (1 - p)^2 R_{22}]. \quad (179) \]

Figure 13 depicts the variations of the average sum-rate versus \(p\) for different values of \(s_1\). The observations from this figure also confirm that higher gain levels are exhibited as \(p\) decreases. It is noteworthy that the results from Figure 11 validates the observations from Figure 13 that improvement in average rate is significant when the probability of encountering a weak channel state is low since the rate distribution considered in the achievable rate region comparison will correspond to average rate if the probability of observing \(s_1\) is zero.
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**Figure 11.** Comparison of the capacity region in Section 3.5 and achievable rate region in Section 3.6 demonstrating the trade-off between \(R_s\) and \(R_w\), and \(\bar{R}_s\) and \(\bar{R}_w\). Transmission SNR is 10, and the channel gains are \((\sqrt{s_1}, \sqrt{s_2}) = (0.5, 1)\).
3.7. MAC without CSIT—Multi-State Channels: State-Dependent Layering

The idea of adapting the transmission to the combined network states can be extended to devise codebook assignment and decoding strategy schemes for the general multiple-state channel. Similarly to the two-state channel, in the $\ell$-state channel model, $\ell^2$ codebooks are assigned to each transmitter. Hence, corresponding to the combined channel state $(h_1, h_2) = (s_q, s_p)$ codebook $W_{pq}^1$ is assigned to transmitter 1 and codebook $W_{qp}^2$ is assigned to transmitter 2. By following the same line of analysis as in the two-state channel, the network state $(h_1, h_2) = (s_1, s_2)$ can be readily verified to be degraded with respect to states $(s_1, s_2)$, $(s_2, s_1)$, and $(s_2, s_2)$ when $s_2 > s_1$. Additionally, channel combinations $(s_1, s_2)$ and $(s_2, s_1)$ are also degraded with respect to state $(s_2, s_2)$. When a particular
transmitter’s channel becomes stronger while the interfering channel remains constant, the transmitter affords to decode additional codebooks. Similarly, when a transmitter’s own channel remains constant while the interfering channel becomes stronger, the transmitter can decode additional layers. This can be facilitated by decoding and removing the interfering transmitter’s message, based on which the transmitter experiences reduced interference. Based on these observations, by ordering the different realizations of \( h_1 \) and \( h_2 \) in the ascending order and determining their relative degradedness, a successive decoding strategy is illustrated in Table 3. In this table, \( A_{p,q} \) denotes the cell in the \( p \)th row and the \( q \)th column, and it specifies the set of codebooks \( U_{pq} \) to be decoded when the combined channel state is \( (h_1^2, h_2^2) = (s_q, s_p) \). In this table, the codebooks set to be decoded in each possible combined state is recursively related to the codebooks decoded in the weaker channels. Specifically, the state corresponding to \( A_{p-1,q-1} \) is degraded with respect to states \( A_{p,q-1} \) and \( A_{p-1,q} \). Therefore, in the state \( A_{p,q} \), the receiver decodes all streams from states \( A_{p-1,q-1} \) (included in \( U_{p-1,q-1} \)), \( A_{p,q-1} \) (included in \( U_{p,q-1} \)), and \( A_{p-1,q} \) (included in \( U_{p-1,q} \)). Subsequently, these are followed by decoding one additional stream from each user denoted by \( W_{1p}^1 \) and \( W_{2p}^2 \). When both channel coefficients have the strongest possible realizations, all the streams from both users will be decoded at the receiver.

Table 3. Successive decoding order for the \( \ell \)-state MAC.

<table>
<thead>
<tr>
<th>( h_1^2 )</th>
<th>( h_2^2 )</th>
<th>( s_1 )</th>
<th>( s_2 )</th>
<th>( \ldots )</th>
<th>( s_q )</th>
<th>( \ldots )</th>
<th>( s_\ell )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s_1 )</td>
<td>( W_{11}^1, W_{12}^2 )</td>
<td>( U_{11}^1 )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( W_{11}^1, W_{12}^2 )</td>
<td></td>
</tr>
<tr>
<td>( s_2 )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
<tr>
<td>( s_p )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
<tr>
<td>( s_\ell )</td>
<td>( U_{(\ell-1)1} )</td>
<td>( U_{(\ell-1,2)}, U_{(\ell-1)1} )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( W_{1\ell}^1, W_{2\ell}^2 )</td>
</tr>
</tbody>
</table>

Next, the rate region achieved is presented in Theorem 7 for the general multi-state channel. It can be verified that the region characterized by Theorem 4 is subsumed by this general rate region. Similarly to the two-state channel settings, define \( R_{uv}^i \) as the rate of codebook \( W_{uv}^i \) for \( i \in \{1, 2\} \) and \( u, v \in \{1, \ldots, \ell\} \). Furthermore, define \( \beta_{uv} \in [0, 1] \) as the fraction of the power allocated to the codebook \( W_{uv}^i \), where \( \sum_{u=1}^{\ell} \sum_{v=1}^{\ell} \beta_{uv} = 1 \). For the simplicity in notations and for emphasizing the interplay among the rates, we focus on the symmetric case in which \( R_{uv} = R_{1u}^1 = R_{2u}^2 \).

**Theorem 7 ([90]).** A region of simultaneously achievable rates
\[
\{ R_{uv} : u < v \text{ and } u, v \in \{1, \ldots, \ell\} \} 
\]
for an $\ell$-state two-user multiple access channel is characterized as the set of all rates satisfying:

\[
R_{uw} \leq \min \left\{ b_1(u,v), b_2(u,v), \frac{b_3(u,v)}{2} \right\} \\
R_{vu} \leq \min \left\{ b_4(u,v), \frac{b_5(u,v)}{2} \right\} \\
R_{uw} + R_{vu} \leq \min \left\{ b_6(u,v), b_7(u,v), \frac{b_8(u,v)}{2} \right\} \\
2R_{uw} + R_{vu} \leq b_9(u,v) \\
R_{uw} + 2R_{vu} \leq b_{10}(u,v) \\
R_{uw} \leq \min \left\{ b_{11}(u), \frac{b_{12}(u)}{2} \right\},
\]

where constants \( \{ b_i : i \in \{1, \ldots, 12\} \} \) are specified in Appendix A.

3.8. MAC with Local CSIT—Two-State Channels: Fixed Layering

Next, we turn to the setting in which the transmitters have local CSI. Specifically, each channel randomly takes one of a finite number of states, and each transmitter only knows the state of its direct channel to the receiver perfectly, along with the probability distribution of the state of the other transmitter’s channel. This model was first studied in [114], in which a single-user broadcast approach is directly applied to the MAC. In this approach, each transmitter generates two coded layers, where each layer is adapted to one of the states of the channel linking the other transmitter to its receiver. This transmission approach is followed by successive decoding at the receiver in which there exists a pre-specified order of decoding of the information layers.

This scheme assigns codebooks based on channels’ strengths such that it reserves one additional information layer as the channel state gets stronger. In this scheme, the number of transmitted layers and the decoding order are fixed and independent of the actual channel state. In the two-state channel model, when a transmitter $i$ experiences the channel state $s_m$, it splits its message to two information layers via two independent codebooks denoted by $T_{m1}^i$ and $T_{m2}^i$. The rate of layer $T_{m1}^i$ is adapted to the weak channel state of the other user while the rate of layer $T_{m2}^i$ is adapted to the strong channel state. Thus, each transmitter encodes its information stream by two layers and adapts the power distribution between them according to its channel state. Subsequently, the receiver implements a successive decoding scheme according to which it decodes one layer from transmitter 1 followed by one layer from transmitter 2, and then the remaining layer of transmitter 1, and finally the remaining layer of transmitter 2. This order is pre-fixed and is used in all channel states. This scheme is summarized in Table 4.

### Table 4. Successive decoding scheme in [114].

<table>
<thead>
<tr>
<th>$(h_1, h_2)$</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
<th>Stage 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(s_1, s_1)$</td>
<td>$T_{11}^1$</td>
<td>$T_{11}^2$</td>
<td>$T_{12}^1$</td>
<td>$T_{12}^2$</td>
</tr>
<tr>
<td>$(s_1, s_2)$</td>
<td>$T_{11}^1$</td>
<td>$T_{21}^2$</td>
<td>$T_{12}^1$</td>
<td>$T_{22}^2$</td>
</tr>
<tr>
<td>$(s_2, s_1)$</td>
<td>$T_{21}^1$</td>
<td>$T_{11}^2$</td>
<td>$T_{22}^1$</td>
<td>$T_{12}^2$</td>
</tr>
<tr>
<td>$(s_2, s_2)$</td>
<td>$T_{21}^1$</td>
<td>$T_{21}^2$</td>
<td>$T_{22}^1$</td>
<td>$T_{22}^2$</td>
</tr>
</tbody>
</table>

The following theorem characterizes an outer bound on the average rate region. For this purpose, define $R_i(h_1, h_2)$ as the rate of transmitter $i$ for the state pair $(h_1, h_2)$. Accordingly, define $\bar{R}_i = \mathbb{E}_{h_1, h_2}[R_i(h_1, h_2)]$ as the average rate of transmitter $i$, where the expected value is with respect to the distributions of $h_1$ and $h_2$. 


The major difference between this approach and that in Section 3.8 is that this scheme adapts the number of encoded layers proportionately to the strength of the combined channel. This facilitates opportunistically sustaining higher rates.

3.9. MAC with Local CSIT—Two-State Channels: State-Dependent Layering

Next, we present another scheme for the MAC with local CSIT that generalizes the scheme of Section 3.8 via adapting information layering to the combined states of the channel. The underlying motivation guiding this generalization is that we need to account for both the direct and interfering roles that each transmitter plays. Hence, the transmission rates of different layers should be adapted to the combined state of the entire network. The major difference between this approach and that in Section 3.8 is that this scheme relies on the available local CSIT available to the individual transmitters such that each transmitter adapts its layers and their associated rates to the instantaneous state of the channel. This facilitates opportunistically sustaining higher rates.

**State-dependent Layering.** In this approach, each transmitter, depending on the instantaneous state of the local CSI available to it, splits its message into independent information layers. Formally, when transmitter $i$ is in the weak state, it encodes its message by only one layer, which we denote by $U_{i,1}$. On the other contrary, when transmitter $i$ is in the strong state, it divides its message into two information layers, which we denote by $U_{i,1}$ and $U_{i,2}$. Hence, transmitter $i$ adapts the codebook $U_{i,1}$ (or $U_{i,2}$) to the state in which the other transmitter experiences a weak (or strong) channel. A summary of the layering scheme and the assignment of the codebooks to different network states is provided in Figure 14. In this state, the cell associated with the state $(s_m, s_n)$ for $m, n \in \{1, 2\}$ specifies the codebook adapted to this state.

**Decoding Scheme.** A successive decoding scheme is designed based on the premise that as the combined channel state becomes stronger, more layers are decoded. Based on this, the total number of codebooks decoded increases as one of the two channels becomes stronger. In this decoding scheme, the combination of codebooks decoded in different states is as follows (and it is summarizes in Table 5):

- **State** $(s_1, s_1)$: In this state, both transmitters experience weak states, and they generate codebooks $\{U_{1,1}, U_{2,1}\}$ according to Figure 14. In this state, the receiver jointly decodes the baseline layers $U_{1,1}$ and $U_{2,1}$.

- **State** $(s_2, s_1)$: When the channel of transmitter 1 is strong and the channel of transmitter 2 is weak, three codebooks $\{U_{1,2}, U_{2,1}, U_{1,1}\}$ are generated and transmitted. As specified by Table 5, the receiver jointly decodes $\{U_{1,2}, U_{1,1}\}$. This is followed by decoding the remaining codebook, i.e., $U_{2,1}$.

- **State** $(s_1, s_2)$: In this state, codebook generation and decoding are similar to those in the state $(s_2, s_1)$, except that the roles of transmitters 1 and 2 are interchanged.

- **State** $(s_2, s_2)$: Finally, when both transmitters experience strong channels, the receiver decodes four codebooks in the order specified by the last row of Table 5. Specifically, the receiver first jointly decodes the baseline layers $\{U_{1,2}, U_{2,2}\}$, followed by jointly decoding the remaining codebooks $\{U_{2,1}, U_{2,2}\}$.

Compared to the setting without any CSIT at the transmitter (i.e., the setting discussed in Section 3.6), the key difference is that the transmitters have distinct transmission strategies when they are experiencing different channel states. Specifically, each transmitter dynamically chooses its layering scheme based on the instantaneous channel state known to it. Furthermore, the major difference with the scheme of Section 3.8 is that this scheme adapts the number of encoded layers proportionately to the strength of the combined channel.
channel state. Such adaptation of the number of encoded layers results in two advantages. The first one is that adapting the number of layers leads to overall fewer information layers to be generated and transmitted. This, in turn, results in decoding overall fewer codebooks and reduced decoding complexity. The second advantage pertains to providing the receiver with the flexibility to vary the decoding order according to the combined channel state. This allows for a higher degree of freedom in optimizing power allocation, and subsequently, larger achievable rate regions. In support of these observations, the numerical evaluations in Figure 15, the achievable rate region subsumes that of Section 3.8. Furthermore, as the number of channel states increases, the sum-rate gap between these two schemes becomes more significant. Finally, depending on the actual channel state, the scheme in this section decodes between $2$ and $\frac{\ell(\ell+1)}{2}$ codebooks, whereas the scheme of Section 3.8 always decodes $\ell^2$ codebooks.

![Figure 14. Layering and codebook assignments.](image)

**Table 5. Decoding scheme.**

<table>
<thead>
<tr>
<th>$(h_1^2, h_2^2)$</th>
<th>Stage 1</th>
<th>Stage 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(s_1, s_1)$</td>
<td>$U_{11}^1$, $U_{11}^2$</td>
<td></td>
</tr>
<tr>
<td>$(s_2, s_1)$</td>
<td>$U_{12}^1$, $U_{11}^1$</td>
<td>$U_{11}^2$</td>
</tr>
<tr>
<td>$(s_1, s_2)$</td>
<td>$U_{11}^1$, $U_{12}^1$</td>
<td>$U_{22}^2$</td>
</tr>
<tr>
<td>$(s_2, s_2)$</td>
<td>$U_{12}^2$, $U_{12}^2$</td>
<td>$U_{12}^1$, $U_{22}^2$</td>
</tr>
</tbody>
</table>

![Figure 15. Average rate regions for $\ell = 2$.](image)

It is noteworthy that when in the two-state channel model of Figure 16 the channel states are $s_1 = 0$ and $s_2 = 1$, this model simplifies to the two-user random access channel investigated in Section 3.5. In this special case, reserving one codebook to be decoded exclusively in each of the interference-free states, i.e., $(s_1, s_1)$ and $(s_2, s_1)$, enlarges the achievable rate region. Hence, it is beneficial in this special case to treat codebooks $(U_{12}^1, U_{22}^2)$ as interference whenever both users are active, i.e., when the channel state is $(s_2, s_2)$. In general, however, when the channel gain $s_1$ is non-zero, i.e., $s_1 > 0$, reserving two codebooks to be decoded exclusively in these two channel states limits the average achievable rate region.
Achievable Rate Region. Next, we provide an inner bound on the average capacity region. Recall that the average rate of transmitter $i$ is denoted by $\bar{R}_i = \mathbb{E}_{h_1,h_2}[R_i(h_1,h_2)]$, where the expectation is with respect to the random variables $h_1$ and $h_2$. Hence, the average capacity region is the convex hull of all simultaneously achievable average rates $(\bar{R}_1, \bar{R}_2)$. Furthermore, we define $\beta_{ij}^k \in [0,1]$ as the ratio of the total power $P$ assigned to information layer $U_{ij}^k$, where we have

$$\sum_{i=1}^j \beta_{ij}^k = 1$$

for all $j,k \in \{1,2\}$. The next theorem characterizes an average achievable rate region.

Theorem 9 ([89]). For the codebook assignment in Figure 14, and the decoding scheme in Table 5, for any given set of power allocation factors $\{\beta_{ij}^k\}$, the average achievable rate region $\{\bar{R}_1, \bar{R}_2\}$ is the set of all rates that satisfy

$$\bar{R}_1 \leq q_1 C(s_1,s_2^2) + q_2 \left(C(s_2^2 \beta_{12}^1, s_2 \beta_{22}^1 + s_2 \beta_{22}^2) + C(s_2 \beta_{22}^2, 0)\right),$$

$$\bar{R}_2 \leq p_1 C(s_1, s_2 \beta_{12}^1) + p_2 \left(C(s_2 \beta_{12}^1, s_2 \beta_{22}^1 + s_2 \beta_{22}^2) + C(s_2 \beta_{22}^2, 0)\right),$$

$$\bar{R}_1 + \bar{R}_2 \leq q_1 p_1 C(2s_1,0) + q_1 p_2 C(s_1 + s_2 \beta_{12}^2 + s_2 \beta_{22}^2, 0) + q_2 p_1 C(s_1 + s_2 \beta_{12}^1 + s_2 \beta_{22}^2, 0) + q_2 p_2 C(s_2 \beta_{12}^1 + s_2 \beta_{12}^2 + s_2 \beta_{22}^1 + s_2 \beta_{22}^2, 0).$$

Achieving the average rate region specified in this theorem requires decoding the codebooks in the order specified by Table 5. Specifically, the receiver adopts a multi-state decoding scheme where in each state it decodes at most two codebooks. This decoding scheme continues until all the codebooks from both transmitters are decoded. Even though limiting the number of codebooks to be decoded at each stage is expected to result in a reduced rate region, it can be readily verified that the rate region that is achieved by employing a fully joint decoding scheme can be recovered via time-sharing among the average achievable rates corresponding to all possible decoding orders in each channel state.

Outer Bound. Next, we provide outer bounds on the average capacity region, and we compare them with the achievable rate region specified by Theorem 9.

Outer bound 1: The first outer bound is the average capacity region corresponding to the two-user MAC in which the transmitters have complete access to the CSI [116]. This region is specified by OTUVYO in Figure 17.

Outer bound 2: The second outer bound is the average capacity region of the two-user MAC with local CSI at transmitter 1 and full CSI at transmitter 2. Outer bound 2 is formally characterized in the following theorem.

Theorem 10 ([89]). For the two-user MAC with local CSI at transmitter 1 and full CSI at transmitter 2, the average capacity region is the set of all average rates enclosed by the region OTUVYO shown in Figure 17, where the corner points are specified in Appendix B.

For the case of available local CSI at transmitter 1 and full CSI at transmitter 2, it can be shown that deploying the discussed layering scheme at transmitter 1 (with local CSI) achieves the average sum-rate capacity of Outer bound 1. This is formalized in the following theorem.
Theorem 11 ([89]). With local CSI at transmitter 1 and full CSI at transmitter 2, an average achievable rate region is the region \( \text{OTUVYZO} \) shown in Figure 17. The average capacity region is achieved along \( \text{TU} \) and \( \text{YZ} \), and the sum-rate capacity is achieved on \( \text{xy} \). The corner points are specified in Appendix B.

Figure 17 illustrates the relative representations of the inner and outer bounds on the average capacity region. Specifically, the region specified by \( \text{OTVYZO} \) is the average capacity region of a two-user MAC with full CSI at each transmitter, which serves as Outer Bound 1 specified earlier. This region encompasses Outer Bound 2 denoted by \( \text{OTUWYZ} \). Segments \( \text{TU} \) and \( \text{XYZ} \) of the boundary of Outer Bound 1 coincide with the average capacity region of the case of the two-user MAC with full CSIT.

Figure 15 demonstrates the average rate region for the two-state channel. For this region we have \( P = P_1 = P_2 = 10 \text{ dB} \), and select the channel gains as \( s_1 = 0.25 \) and \( s_2 = 1 \). Accordingly, the channel probability parameters are set to \( q_1 = p_1 = 0.5 \). The main observation is that the average achievable rate region coincides with average rate region achieved when the receiver adopts joint decoding. It can be shown that when the transmitters have local CSIT, it is possible to achieve an average sum-rate that is close to outer bound 1, and that the average the sum-rate capacity can be achieved asymptotically in the low and high power regimes. This observation is formalized in the next theorem.

Theorem 12 ([89]). By adopting the codebook assignment presented and setting \( \beta_{22}^1 = \beta_{22}^2 = \frac{s_1}{s_2} \), the sum-rate capacity of a two-user MAC with full CSIT is achievable asymptotically as \( P \to 0 \) or \( P \to \infty \).

Figure 16. Equivalent network for the two-user MAC (local CSIT).

Figure 17. Outer bounds on the average achievable rate region.

3.10. MAC with Local CSIT—Multi-State Channels: State-Dependent Layering

In this section, we generalize the encoding and decoding strategy of Section 3.9 to the general \( \ell \)-state channel. When the channels have \( \ell \) possible states, each transmitter is
allocated \( \ell \) different sets of codebooks, one corresponding to each channel state. Specifically, corresponding to channel state \( s_m \) for \( m \in \{1, \ldots, \ell\} \), transmitter \( i \) encodes its message via \( m \) information layers generated according to independent codebooks. This set of codebooks is denoted by \( W^i_m = \{U^i_{1m}, \ldots, U^i_{mm}\} \).

Table 6 specifies the designation of the codebooks to different combined channel states. In this table, the channels are ordered in the ascending order. In particular, varying channels for transmitter 1, the combined channel state \((s_q, s_p)\) precedes all channel states \((s_{q-1}, s_p)\) for all \( k > q \). Similarly, for transmitter 2 channel state \((s_q, s_p)\) precedes the channel state \((s_{q-1}, s_p)\), for every \( k > p \). Furthermore, according to this approach, when user \( i \)'s channel becomes stronger, it decodes additional codebooks. The sequence of decoding the codebooks, as shown in Table 6, is specified in three steps:

1. State \((s_1, s_1)\): Start with the weakest channel combination \((s_1, s_1)\), and reserve the baseline codebooks \( U^1_{11}, U^2_{11} \) to be the only codebooks to be decoded in this state. Define \( V^1_{11} = \{U^1_{11}\} \) as the set of codebooks that the receiver decodes from transmitter 1 when the channel state is \((s_1, s_1)\).

2. States \((s_1, s_q)\) and \((s_q, s_1)\): Next, construct the first row of the table. For this purpose, define \( V^q_{1q} \) as the set of the codebooks that the receiver decodes from transmitter 2, when the channel state is \((s_1, s_q)\). Based on this, the set of codebooks in each state can be specified recursively. Specifically, in the state \((s_1, s_j)\), decode what has been decoded in the preceding state \((s_1, s_{j-1})\), i.e., the set of codebooks \( V^2_{1(q-1)} \) plus new codebooks \( \{U^1_{1q}, \ldots, U^1_{qq}\} \). Then, construct the first column of the table in a similar fashion, except that the roles of transmitter 1 and 2 are swapped.

3. States \((s_q, s_p)\) for \( p, q > 1 \): By defining the set of codebooks that the receiver decodes from transmitter \( i \) in the state \((s_q, s_p)\) by \( V^i_{qp}\), the codebooks decoded in this state are related to the ones decoded in two preceding states. Specifically, in state \((s_q, s_p)\) decode codebooks \( V^1_{(p-1)q} \) and \( V^2_{p(q-1)} \). For example, for \( \ell = 3 \), the codebooks decoded in \((s_2, s_3)\) include those decoded for transmitter 1 in state \((s_2, s_2)\) along with those decoded for transmitter 2 in channel state \((s_1, s_3)\).

Table 6. Successive decoding stages for \( \ell \)-state MAC with local CSIT.

<table>
<thead>
<tr>
<th>( h_2 )</th>
<th>( h_1 )</th>
<th>( s_1 )</th>
<th>( s_2 )</th>
<th>\cdots</th>
<th>( s_q )</th>
<th>\cdots</th>
<th>( s_\ell )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s_1 )</td>
<td>( U^1_{11} )</td>
<td>( U^1_{12}, U^1_{22} )</td>
<td>\cdots</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( U^1_{1\ell}, \ldots, U^1_{\ell\ell} )</td>
<td>( V^1_{(1-1)1} )</td>
</tr>
<tr>
<td>( s_2 )</td>
<td>( V^1_{12} )</td>
<td>( V^1_{22} )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( V^1_{2(1-1)} )</td>
</tr>
<tr>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
</tr>
<tr>
<td>( s_q )</td>
<td>( \cdots )</td>
<td>( V^1_{(q-1)q} )</td>
<td>( V^2_{p(q-1)} )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
</tr>
<tr>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
</tr>
<tr>
<td>( s_\ell )</td>
<td>( V^{(1-1)}_{1\ell} )</td>
<td>( V^{(1-1)}_{2\ell} )</td>
<td>\cdots</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
</tr>
</tbody>
</table>

The decoding order in the general case is similar the one used for \( \ell = 2 \) in Table 5. In particular, in channel state \((s_q, s_p)\) the receiver successively decodes \( q \) codebooks from transmitter 1 along with \( p \) codebooks from transmitter 2. The set of decodable codebooks in channel state \((s_q, s_p)\) is related to set of codebooks decoded for transmitter 2 in state \((s_{q-1}, s_p)\) and those decoded for transmitter 1 \((s_q, s_{p-1})\). The average achievable rate region for the codebook assignment and decoding strategy presented in this section is summarized
in Theorem 13. Similar to the two-state channel case, define \( \beta_{mn}^i \in [0, 1] \) as the fraction of power allocated to the codebook \( U_{mn}^i \) such that \( \sum_{m=1}^\ell \beta_{mn}^i = 1, \forall n \in \{1, \ldots, \ell\} \).

**Theorem 13 ([89]).** For the codebook assignment in this section and the decoding scheme in Table 6, for any given set of power allocation factors \( \{\beta_{mn}\} \), the average achievable rate region \( \{\bar{R}_1, \bar{R}_2\} \) for the \( \ell \)-state channel is the set of all rates that satisfy

\[
\bar{R}_1 \leq \mathbb{E}[r_1(n, m)], \quad (192)
\]

\[
\bar{R}_2 \leq \mathbb{E}[r_2(n, m)], \quad (193)
\]

\[
\bar{R}_1 + \bar{R}_2 \leq \mathbb{E}[\min\{r_3(n, m), r_4(n, m)\}], \quad (194)
\]

where the functions \( \{r_1(n, m), \ldots, r_4(n, m)\} \), for all \( m, n \in \{1, \ldots, \ell\} \) are defined as follows.

\[
r_1(n, m) = \min_m \sum_{j=1}^\ell c_1(j, m) + c_3(j, n, m), \quad (195)
\]

\[
r_2(n, m) = \min_m \sum_{j=1}^\ell c_2(j, m) + c_4(j, n, m), \quad (196)
\]

\[
r_3(n, m) = \sum_{\forall k < m} c_5(m) + c_7(m, n) + c_9(k, m, n), \quad (197)
\]

\[
r_4(n, m) = \sum_{\forall k < m} c_5(m) + c_6(m, n) + c_8(k, m, n), \quad (198)
\]

where

\[
c_1(j, m) = C(s_j \beta_{j\ell}^1, s_m C_2(j, m)), \quad \forall j \in \{1, \ldots, \ell\}, m \in \{j, \ldots, \ell\}, \quad (199)
\]

\[
c_2(j, m) = C(s_j \beta_{j\ell}^2, s_m C_1(j, m)), \quad \forall j \in \{1, \ldots, \ell\}, \quad (200)
\]

\[
c_3(j, n, m) = C(s_n \beta_{mn}^1, s_m C_1(j, n) + s_j C_2(j, n)), \quad \forall n \in \{j + 1, \ldots, \ell\}, m \in \{j, \ldots, \ell\}, \quad (201)
\]

\[
c_4(j, n, m) = C(s_n \beta_{mn}^2, s_j C_1(j, m) + s_n C_2(j, n)), \quad \forall n \in \{j + 1, \ldots, \ell\}, \quad (202)
\]

\[
c_5(m) = C(s_m \beta_{mn}^1 + s_n \beta_{mn}^2), \quad \forall m \in \{1, \ldots, \ell\}, \quad (203)
\]

\[
c_6(m, n) = C(s_m \beta_{mn}^1 + s_n \beta_{mn}^2, s_m C_2(m, n)), \quad \forall m < n, \forall n \in \{m+1, \ldots, \ell\}, \quad (204)
\]

\[
c_7(m, n) = C(s_m \beta_{mn}^1 + s_n \beta_{mn}^2, s_m C_1(m, n)), \quad \forall m < n, \forall n \in \{m+1, \ldots, \ell\}, \quad (205)
\]

\[
c_8(k, m, n) = C(s_m \beta_{kn}^1 + s_n \beta_{kn}^2, s_m C_1(k, m) + s_n C_2(k, n)), \quad \forall k < m, \forall n \in \{m, \ldots, \ell\}, \quad (206)
\]

\[
c_9(k, m, n) = C(s_m \beta_{kn}^1 + s_n \beta_{kn}^2, a_k C_1(k, m) + s_m C_2(k, m)), \quad \forall k < m, \forall n \in \{m, \ldots, \ell\}, \quad (207)
\]

and we have defined \( C_1(m, n) = 1 - \sum_{\ell=1}^n \beta_{1n}^1 \) and \( C_2(m, n) = 1 - \sum_{\ell=1}^n \beta_{2n}^2 \), for all \( m < n \) and \( n \in \{m+1, \ldots, \ell\} \).

Figure 18 demonstrates the average rate region for the three-state channel, in which the channel gains are \( s_1 = 0.04, s_2 = 0.25, s_3 = 1 \), and channel probability parameters \( q_1 = 0.3, q_2 = 0.4 \) for transmitter 1, and \( p_1 = 0.6, p_2 = 0.1 \) for transmitter 2. Furthermore, the region in Theorem 11 is evaluated in Figure 19. Specifically, the average achievable rate region \( \text{OTUXY}Z \) specified in Figure 17 is evaluated for three scenarios \( S_1, S_2, S_3 \). In all three scenarios, the average power constraint is set to 10 dB, i.e., \( P_1 = P_2 = P = 10 \) dB, and the channel states are \( (s_1, s_2) = (0.3, 1) \). Evaluations are carried out for the symmetric setting \( \hat{S}_1 \) with the probability distribution \( q_1 = p_1 = 0.5 \), and the asymmetric cases \( \hat{S}_2 \) with probability distributions \( q_1 = 0.2, p_1 = 0.8 \) and \( q_1 = 0.4, p_1 = 0.5 \). This figures illustrate that the average capacity region of the two-user MAC with full CSIT can be partially achieved when only one user has full CSIT.
4. The Interference Channel

4.1. Overview

In this section, we turn the focus to the interference channel as a key building block in interference-limited wireless networks. In this channel, multiple transmitters communicate with their designated receivers, imposing interference on one another. Designing and analyzing interference management schemes has a rich literature. Irrespective of their discrepancies, the existing approaches often rely on the accurate availability of the CSIT and CSIR. We discuss how the broadcast approach can be viewed as a distributed interference management scheme, rendering a practical approach to have effective communication in the interference channel in the face of unknown CSIT.

While the literature on assessing the communication reliability limits of the interference channel and the attendant interference management schemes is rich, a significant focus is on the channels with perfect availability of the CSIT at all transmitters. Representative
known results in the asymptote of high SNR regime include the degrees-of-freedom (DoF) region achievable by interference alignment [117,118]. In the non-asymptotic SNR regime of particular note is the achievable rate region due to Han–Kobayashi (HK) [119,120], which is shown to achieve rates within one bit of the capacity region for the Gaussian interference channel [121]. While unknown in its general form, the capacity region is known in special cases, including the strong interference channel [122,123], the discrete additive degraded interference channel [124], certain classes of the deterministic interference channel [125–128], and opportunistic communication under bursty interference, which is a form of the broadcast approach and is studied under different assumptions on the non-causal availability of the CSI at the transmitters and receivers [129]. Some other examples of interference channel and broadcast approach are found in [130,131]. There are extensive studies on circumventing the challenges associated with analyzing and optimal resource allocation over the HK region [130,132–138]. A more detailed and thorough overview of these can be found in [94].

Interference management without CSIT has also been the subject of intense studies more recently, with more focus on the high SNR regime. Representative studies in the high SNR regime include characterizing the DoF region for the two-user multi-antenna interference channel in [139–145]; blind interference alignment in [146–155]; interference management via leveraging network topologies in [156,157]; and ergodic interference channels in [158–160]. In the non-asymptotic SNR regime, the studies are more limited, and they include analysis on the capacity region of the erasure interference channel in [161,162]; the compound interference channel in [163]; ergodic capacity for the Z-interference channel in [164]; ergodic capacity of the strong and very strong interference channels in [165,166]; and approximate capacity region for the fast-fading channels [167,168].

In this section, conducive to relieving dependency on full CSIT, we discuss how the broadcast approach can be viewed as a distributed interference management solution for circumventing the lack of CSIT in the multiuser interference channel. One significant intuition provided by the HK scheme is that even with full CSIT, layering and superposition coding is necessary. Built upon this intuition, the broadcast approach is a natural evolution of the HK scheme. We focus on the two-user and finite-state Gaussian interference channel to convey the key ideas in rate-splitting, codebook assignments, and decoding schemes. The remainder of this section is organized as follows. This section focuses primarily on the two-user Gaussian interference channel, for which we provide a model in Section 4.2. We start by discussing the setting in which the receiver has full CSI, and the transmitters have only the statistical model of the CSI and review the application of the broadcast approach in this setting in Section 4.3 for the two-user channel and in Section 4.4 for the multiuser channel. Finally, we will review the interference channel with local CSIT in Sections 4.5. Under the setting with local CSIT, we consider two scenarios in which each transmitter either knows the level of the interference that their respective receiver experiences, or the level of interference they impose on the unintended receiver. We discuss how the broadcast approach can be designed for each of these two scenarios.

4.2. Broadcast Approach in the Interference Channel—Preliminaries

Consider the two-user slowly-fading Gaussian interference channel, in which the coefficient of the channel connecting transmitter $i$ to receiver $j$ is denoted by $h_{ij}^*$ for $i, j \in \{1, 2\}$. We refer to $h_{ii}^*$ and $h_{ij}^*$ as the direct and cross channel coefficients, respectively, $\forall i \neq j$. The signal received by receiver $i$ is denoted by

$$y_i^* = h_{ii}^* x_i^* + h_{ij}^* x_j^* + n_i^*,$$

where $x_i^*$ denotes the signal transmitted by transmitter $i$, and $n_i^*$ accounts for the AWGN distributed according to $\mathcal{N}(0, N_i)$. The transmitted symbol $x_i^*$ is subject to the average power constraint $P_i^*$, i.e., $\mathbb{E}[|x_i^*|^2] \leq P_i^*$. Each channel is assumed to follow a block fading model in which the channel coefficients remain constant for the duration of a transmission block of length $n$, and randomly change to another state afterward. We consider an $\ell$-state
channel model in which each channel coefficient \( h_{ij}^* \) randomly and independently of the rest of the channels takes one of the \( \ell \) possible states \( \{ \sqrt{s_i} : i \in \{1, \ldots, \ell\} \} \). Without loss of generality, we assume that \( 0 < s_1 < \cdots < s_\ell < +\infty \). The \( \ell \)-state interference channel in (208) gives rise to an interference channel with \( \ell^2 \) different states. The entire channel states are assumed to be fully known to the receivers while being unknown to the transmitters. A statistically equivalent form of the \( \ell \)-state interference channel in (208) is the standard interference channel model given by [169,170]

\[
y_1 = x_1 + \sqrt{\alpha_1} x_2 + n_1, \quad \text{and} \quad y_2 = \sqrt{\alpha_2} x_1 + x_2 + n_2, \tag{209}
\]

and the inputs satisfy \( \mathbb{E}[|x_i^*|^2] \leq P_i^* \), where we have defined

\[
a_1 = \left( \frac{h_{12}^*}{h_{22}^*} \right)^2 \cdot \frac{N_2}{N_1}, \quad a_2 = \left( \frac{h_{21}^*}{h_{11}^*} \right)^2 \cdot \frac{N_1}{N_2}, \quad \text{and} \quad p_i = \frac{(h_{ii}^*)^2}{N_i} \cdot p_i^*. \tag{210}
\]

and the terms \( n_1 \) and \( n_2 \) are the additive noise terms distributed according to \( \mathcal{N}(0, 1) \). The equivalence between (208) and (209) can be established by setting

\[
y_i = \frac{y_i^*}{\sqrt{N_i}}, \quad x_i = \frac{h_{ii}^*}{\sqrt{N_i}} x_i^*, \quad n_i = \frac{n_i^*}{\sqrt{N_i}}. \tag{211}
\]

Channel gains \( a_1 \) and \( a_2 \) are statistically independent, inheriting their independence from that of the channel coefficients. By invoking the normalization in (210), it can be readily verified that the cross channel gains \( a_i \) take one of \( K = \ell(\ell - 1) + 1 \) possible states, which we denote by \( \{ \beta_1, \ldots, \beta_K \} \). Without loss of generality we assume they are in the ascending order. For the two-state channel, the cross channel gain takes one of the three states \( \beta_1 = \frac{s_1}{s_2}, \beta_2 = 1, \) and \( \beta_3 = \frac{1}{\beta_1} \). Hence, the state of the network is specified by two cross links, rendering \( K^2 \) states for the network. We say that the network is in the state \( (\beta_s, \beta_t) \) when \( (a_1, a_2) = (\beta_s, \beta_t) \). To distinguish different states, in the network state \( (\beta_s, \beta_t) \), we denote the outputs by

\[
y_1^s = x_1 + \sqrt{\beta_s} x_2 + n_1, \quad \text{and} \quad y_2^s = \sqrt{\beta_s} x_1 + x_2 + n_2. \tag{212}
\]

Hence, this interference channel can be equivalently presented as a network with two transmitters and \( K^2 \) receiver pairs, where each receiver pair corresponds to one possible channel state. In the case of the symmetric interference channel, we have \( a_1 = a_2 \), and the number of possible channel combinations reduces to \( K \), rendering an equivalent network with two transmitters and \( 2K \) receivers. Figure 20 depicts such a symmetric network for the two-state channel. Finally, we define

\[
a_1^s = \mathbb{P}(a_1 = \beta_s) \quad \text{and} \quad a_2^s = \mathbb{P}(a_2 = \beta_s). \tag{213}
\]

4.3. Two-User Interference Channel without CSIT

Effective interference management in the interference channel hinges on how a transmitter can balance the two opposing roles that it has as both an information source and an interferer. Striking such a balance requires designating a proper notion of degradedness according to which different realizations of the network can be distinguished and ordered. Hence, specifying an order of degradedness plays a central role in assigning codebooks and designing the decoding schemes. We adopt the same notion of degradedness that was used for the MAC with proper modifications.

When each channel has \( \ell \) possible states, the cross channels take one of the \( K = \ell(\ell - 1) + 1 \). Hence, by adopting the broadcast approach, this two-user interference channel becomes equivalent to a multiuser network consisting of two transmitters and \( K^2 \) receivers. The transmitters and each of these receivers form a MAC, in which the receiver is interested in decoding as many information layers as possible. To this end and
by following the same line of arguments we had for the MAC, we use the capacity region of the individual MACs to designate degradedness among distinct network states.

![Diagram of network model](image)

**Figure 20.** Equivalent network for the symmetric Gaussian interference channel ($\ell = 2$).

The network model in (212) is equivalent to a collection of MACs. The MAC associated with receiver $y^s_i$, for $s < k$, is degraded with respect to the MAC associated with the receiver $y^K_i$. Hence, receiver $y^K_i$ can successfully decode all the information layers that are decoded by the receivers $\{y^s_i, \ldots, y^K_i\}$. Driven by this approach to designating degradedness, each transmitter splits its message into multiple independent codebooks, where each is adapted to one combined state of the network and intended to be decoded by specific receivers.

At receiver $y^K_i$, decoding every additional layer form transmitter $i$ directly increases the achievable rate. In parallel, decoding each additional layer from the interfering other transmitter indirectly increases the achievable rate by canceling a part of the interfering signal. Driven by these two observations, transmitter $i$ breaks its message into $2K$ layers denoted by $\{V^K_1, U^K_2\}_{k=1}^K$, each serving a specific purpose. Recall that in the canonical model in (212), the direct channels remain unchanged and only the cross channels have varying states. Hence, each of the $2K$ layers of each transmitter is designated to a specific cross channel state and receiver.

- **Transmitter 1** (or 2) reserves the information layer $V^K_1$ (or $V^K_2$) for adapting it to the channel from transmitter 1 (or 2) to the unintended receiver $y^K_2$ (or $y^K_1$). Based on this designation, the intended receivers $\{y^K_1\}_{k=1}^K$ ($\{y^K_2\}_{k=1}^K$) will decode all codebooks $\{V^K_1\}_{k=1}^K$ ($\{V^K_2\}_{k=1}^K$) and the non-intended receivers $\{y^K_2\}_{k=1}^K$ ($\{y^K_1\}_{k=1}^K$) will be decoding a subset of these codebooks. The selection of the subsets depends on channel strengths of the receivers, such that the non-intended receiver $y^K_2$ (or $y^K_1$) decodes only codebooks $\{V^K_1\}_{s=1}^K$ (or $\{V^K_2\}_{s=1}^K$).

- **Transmitter 1** (or 2) reserves the layer $U^K_1$ (or $U^K_2$) for adapting it to the channel from transmitter 2 (or 1) to the intended receiver $y^K_2$ (or $y^K_1$). Based on this designation, the unintended receivers $\{y^K_2\}_{k=1}^K$ ($\{y^K_1\}_{k=1}^K$) will not decode any of the codebooks $\{U^K_1\}_{k=1}^K$ ($\{U^K_2\}_{k=1}^K$), and the intended receivers $\{y^K_1\}_{k=1}^K$ ($\{y^K_2\}_{k=1}^K$) will be decoding a subset of these codebooks. The selection of these subsets depends on channel strengths of the receivers such that the intended receiver $y^K_1$ (or $y^K_2$) decodes only the codebooks $\{U^K_1\}_{s=1}^K$ (or $\{U^K_2\}_{s=1}^K$).

Figure 21 specifies how the codebooks are assigned to transmitter 1 as we as the set of codebooks decoded by each of the three receivers $\{y^K_1\}_{k=1}^3$ associated with transmitter 1.

### 4.3.1. Successive Decoding: Two-State Channel

We review a successive decoding scheme for the two-state channel. This scheme will be then generalized in Section 4.3.2. In this decoding scheme, each codebook will be decoded by a number of receivers. Therefore, the rate of each codebook will be limited by the its most degraded channel state. The codebooks that are not decoded by a receiver
will be treated as Gaussian noise. These codebooks impose interference on the receiver, which compromises the achievable rate at the receiver. This observation guides designing a successive decoding scheme that dynamically identifies (i) the set of the receivers that decode a given codebook, and (ii) the order by which the codebooks are successively decoded by each receiver.

\[
\{U_1^1, U_1^2, U_1^3\} \quad \{V_1^1, V_1^2, V_1^3\} \\
\{U_2^1, U_2^2, U_2^3\} \quad \{V_2^1, V_2^2, V_2^3\}
\]

Figure 21. Codebook assignments at transmitter 1 in the two-state channel.

For formalizing this decoding strategy, denote the set of receivers that decode codebook \(V_i^k\) by \(V_i^k\) and denote the set of the receivers that decode \(U_i^k\) by \(U_i^k\). Therefore, we have

\[
\forall_i = \{y_i^1\}_{s=1}^3 \cup \{y_i^2\}_{s=3}^k, \quad \forall_2 = \{y_2^1\}_{s=1}^3 \cup \{y_2^3\}_{s=3}^k, \quad \text{and} \quad U_i^k = \{y_i^k\}_{s=3}^k. \tag{214}
\]

The order of successively decoding the codebooks at receiver \(y_i^k\) is specified in Table 7.

<table>
<thead>
<tr>
<th>Receiver</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
<th>Stage 4</th>
<th>Stage 5</th>
<th>Stage 6</th>
<th>Stage 7</th>
<th>Stage 8</th>
<th>Stage 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>(y_1^1)</td>
<td>(V_1^1)</td>
<td>(V_1^1)</td>
<td>(V_1^2)</td>
<td>(V_1^3)</td>
<td>(U_1^1)</td>
<td>(U_1^2)</td>
<td>(U_1^3)</td>
<td>(U_1^3)</td>
<td></td>
</tr>
<tr>
<td>(y_1^2)</td>
<td>(V_1^1)</td>
<td>(V_1^1)</td>
<td>(V_1^2)</td>
<td>(V_1^3)</td>
<td>(U_1^1)</td>
<td>(U_1^2)</td>
<td>(U_1^3)</td>
<td>(U_1^3)</td>
<td></td>
</tr>
<tr>
<td>(y_1^3)</td>
<td>(V_1^1)</td>
<td>(V_1^1)</td>
<td>(V_1^2)</td>
<td>(V_1^3)</td>
<td>(U_1^1)</td>
<td>(U_1^2)</td>
<td>(U_1^3)</td>
<td>(U_1^3)</td>
<td></td>
</tr>
</tbody>
</table>

4.3.2. Successive Decoding: \(\ell\)-State Channel

In this section, we generalize the successive decoding scheme to the general multi-state channels. Similarly to (214), we define

\[
\forall_i = \{y_i^1\}_{s=1}^k \cup \{y_i^2\}_{s=3}^k, \quad \forall_2 = \{y_2^1\}_{s=1}^k \cup \{y_2^3\}_{s=3}^k, \quad \text{and} \quad U_i^k = \{y_i^k\}_{s=3}^k. \tag{215}
\]

Each of the two receivers decodes a set of the codebooks. The choice of the set depends on the channel states. Specifically, when the network state is \((\beta_q, \beta_p)\), receiver 1 decodes \(K + q\) codebooks from transmitter 1 and \(q\) codebooks from transmitters 2. These codebooks are decoded successively in two stages in the following order:

- **Receiver 1—stage 1** (Codebooks \(\{V_{ij}^1\}_{s=1}^q\)): Receiver 1 decodes one information layer from each transmitter in an alternating manner until all codebooks \(\{V_{1j}^1\}_{s=1}^q\) and \(\{V_{2j}^1\}_{j=1}^q\) are decoded. The first layer to be decoded in this stage depends on the state \(\beta_q\). If \(\beta_q < 1\), the receiver starts by decoding codebook \(V_{1j}^1\) from transmitter 1, then it decodes the respective layer \(V_{ij}^2\) from transmitter 2, and continues alternating between the two transmitters. Otherwise, if \(\beta_q > 1\), receiver 1 first decodes \(V_{ij}^2\) from the interfering transmitter 2, followed by \(V_{1j}^1\) from transmitter 1, and continues alternating. By the end of stage 1, receiver 1 has decoded \(q\) codebooks from each transmitter.
• **Receiver 1—stage 2** (Codebooks \( \{ V_i \}^{s=q+1}_{s=1} \) and \( \{ U_i \}^{s=q+1}_{s=1} \)): In stage 2, receiver 1 carries on decoding layers \( \{ V_i \}^{s=q+1}_{s=1} \) from transmitter 1, in an ascending order of the index \( s \). Finally, receiver 1 decodes layers \( \{ U_i \}^{s=q+1}_{s=1} \) specially adapted to receivers \( \{ V_i \}^{s=q+1}_{s=1} \) in an ascending order of index \( s \). Throughout stage 2, receiver 1 has additionally decoded \( K \) codebooks from its intended transmitter 1.

The decoding scheme at receiver 2 follows the same structure by swapping the roles of the two transmitters. The set of codebooks decoded by receiver \( i \) in channel state \((\beta_q, \beta_p)\) is partly defined by the set of codebooks decoded by receiver \( i \) and the set decoded by receiver \( j \) in state \((\beta_q-1, \beta_p-1)\). The decoding scheme is summarized in Table 8. In this table, the channels are ordered in the ascending order such that at receiver 1, state \((\beta_q, \beta_p)\) precedes all channel states \((\beta_k, \beta_p)\) for all \( k > q \). Similarly, at receiver 2, state \((\beta_q, \beta_p)\) precedes network state \((\beta_k, \beta_k)\), for every \( k > p \). Furthermore, according to this approach, when the cross channel of receiver \( i \) becomes stronger, receiver \( i \) decodes additional codebooks from both transmitters. In particular, in Table 8, every cell contains the codebooks decoded in the combined channel state \((\beta_q, \beta_p)\) where we mark the codebooks decoded by receiver 1 in blue color, while those decoded by receiver 2 in red color. To further highlight the relationship between the decodable codebooks in different states, we denote by \( C_i^k \) the set of codebooks decoded by the receiver \( i \) when \( a_i = \beta_k \).

### Table 8. Successive decoding for \( \ell \)-state channel.

<table>
<thead>
<tr>
<th>( a_2 )</th>
<th>( a_1 )</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
<th>( \cdots )</th>
<th>( \beta_{q-1} )</th>
<th>( \cdots )</th>
<th>( \beta_{K-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1 )</td>
<td>( { V_i }^{K}<em>{i=q+1}, { U_i }^{K}</em>{i=q+1} )</td>
<td>( C_1^{q}, U_1^{q}, V_1^{q} )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>( C_1^{K}, U_2^{K}, V_2^{K} )</td>
<td>( C_1^{K}, U_1^{q}, V_1^{q} )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td></td>
</tr>
<tr>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td></td>
</tr>
<tr>
<td>( \beta_{p-1} )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td></td>
</tr>
<tr>
<td>( \beta_p )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td></td>
</tr>
<tr>
<td>( \beta_K )</td>
<td>( C_1^{K}, U_2^{K}, V_2^{K} )</td>
<td>( C_1^{K}, U_1^{K}, V_1^{K} )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td>( \cdots )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### 4.3.3. Average Achievable Rate Region

In this section, we provide an overview on the average achievable rate region. The average rates of the users are specified by the rates of codebooks \( \{ V_i^k, U_i^k \}_{k=1}^K \), for \( i \in \{1, 2\} \). These rates should satisfy all the constraints imposes by different receivers in order for them to successfully decode all their designated codebooks. Hence, the rates are bounded by the smallest achievable rates by the receivers \( V_i^k \) and \( U_i^k \). To formalize the rate regions, define \( R(A) \) as the rate of codebook \( A \in \{ V_i^k, U_i^k \} : \forall i, k \}, \) and define \( \gamma(A) \) as the fraction of the power \( P_i \) allocated to the codebook \( A \in \{ V_i^k, U_i^k \} : \forall i, k \}. \) Accordingly, define \( R_i(s, t) \) as the total achievable rate of user \( i \), when the network is in the state \((\beta_s, \beta_t)\). Finally, denote the average achievable rate at receiver \( i \) by \( \bar{R}_i = \mathbb{E}[R_i(\beta, \beta)] \), where the expectation is taken with respect to the probabilistic model of the channel. Note that the transmitters collectively have \( 4K \) codebooks. Corresponding to the set \( S \subseteq \mathbb{R}^{4K} \), define the rate region \( R_{\text{in}}(S) \) as the set of all average rate combinations \( (\bar{R}_1, \bar{R}_2) \) such that \( R(A) \in S \) for all \( A \in \{ V_i^k, \forall i, k \}, \) i.e.,

\[
R_{\text{in}}(S) = \left\{ (\bar{R}_1, \bar{R}_2) : R(A) \in S, \forall A \in \{ V_i^k, U_i^k : \forall i, k \} \right\}.
\] (216)
Furthermore, corresponding to each receiver $y^i_l$ and codebook $A \in \{U^k_i, V^k_i : \forall i, k\}$ that should be decoded by $y^i_l$, define $R^k_i(A)$ as the maximum rate that we can sustain for codebook $A$, while being decodable by $y^i_l$. Accordingly, for user $i$, and corresponding to $s, t \in \{1, \ldots, K\}$ define the rates

$$r_l(s, t) = \sum_{k=1}^{K} R^k_i(V^k_l) + \sum_{k=1}^\infty R^k_i(U^k_l) + \min_{\ell \in \{1, 2\}} \sum_{k=1}^{L} R^k_i(V^k_l),$$

where the rates $R^k_i(A)$ are defined as follows. First, define $\gamma(A)$ as the fraction of $P_i$ allocated to $A \in \{U^k_i, V^k_i : \forall k\}$, and set

$$\Gamma_v(i, k) = \sum_{j=1}^{K} \gamma(V^j_k), \quad \text{and} \quad \Gamma_u(i, k) = \sum_{j=1}^{K} \gamma(U^j_k).$$

Based on these definitions, if the codebook $V^k_l$ is decoded by the receiver $y^i_l$, then we have

If $\beta_s \leq 1$, \[ R^k_i(V^k_l) = C \left( \gamma(V^k_l) P_i (1 - \Gamma_v(i, k)) P_i + \beta_k (1 - \Gamma_v(j, s - 1)) P_i \right), \tag{219} \]

If $\beta_s > 1$, \[ R^k_i(V^k_l) = C \left( \gamma(V^k_l) P_i (1 - \Gamma_v(i, k)) P_i + \beta_k (1 - \Gamma_v(j, s)) P_i \right). \tag{220} \]

Similarly, if the codebook $V^k_l$ is decoded by the receiver $y^i_l$, then we have

If $\beta_s \leq 1$, \[ R^k_i(V^k_l) = C \left( \beta_s \gamma(V^k_l) P_i (1 - \Gamma_v(i, k)) P_i + (1 - \Gamma_v(j, s)) P_i \right), \tag{221} \]

If $\beta_s > 1$, \[ R^k_i(V^k_l) = C \left( \beta_s \gamma(V^k_l) P_i (1 - \Gamma_v(i, k)) P_i + (1 - \Gamma_v(j, s - 1)) P_i \right). \tag{222} \]

Finally, when codebook $U^k_l$ is decoded by the receiver $y^i_l$, then we have

$$R^k_i(U^k_l) = C \left( \gamma(U^k_l) P_i, \beta_k (1 - \Gamma_v(1, s)) P_i + (1 - \Gamma_v(1, K) - \Gamma_u(1, s)) P_i \right).$$

**Theorem 14 ([171]).** The average achievable rate region via sequential decoding is specified by

$$R^\text{seq}_{\text{in}} = \{ (\hat{R}_1, \hat{R}_2) : R_i(s, t) \leq r_i(s, t), \quad \forall i \in 1, 2, s, t \in \{1, \ldots, K\} \}. \tag{224}$$

The average achievable rate region characterized in Theorem 14 is illustrated in Figures 22 and 23. Figure 22 shows a general asymmetric setting for the following set of parameters $P_1 = P_2 = 10$ dB, $(q_1^1, q_1^2, q_1^3) = (0.5, 0.3, 0.2)$, $(q_2^1, q_2^2, q_2^3) = (0.3, 0.3, 0.4)$, and the weak channel state at each receiver is given by $\beta_1 = 0.5$. Similarly, for $\ell = 3$, Figure 23 evaluates the average rate region for an asymmetric channel with $(q_1^1, q_1^2, q_1^3, q_1^4, q_1^5, q_1^6, q_1^7) = (0.1, 0.1, 0.1, 0.2, 0.1, 0.1, 0.3)$, where the weak channel states at receivers 1 and 2 are set as $(\beta_1, \beta_2, \beta_3) = (0.1, 0.2, 0.9)$ and $(\beta_1, \beta_2, \beta_3) = (0.1, 0.4, 0.7)$, respectively. Comparing these figures indicates that increasing the number of states reduces the gap between the two regions (broadcast approach and HK).

4.3.4. Sum-Rate Gap Analysis

Next, we provide an upper bound on the gap of the average achievable sum-rate to the average sum-rate capacity of the interference channel in which the transmitters have full CSI. To this end, we use the existing results on the gap between the sum-rate achievable by the HK scheme and the sum-rate capacity, to present the main ideas and for simplicity in notations, we present the results for the symmetric setting, i.e., when $a_1 = a_2 = a$, symmetric average power constraints, i.e., when $P_1 = P_2 = P$, and symmetric probabilistic models for the channels, i.e., when $q_1^1 = q_2^1 = q^a = \frac{a}{2}$. Generalization of the results to the non-symmetric settings is straightforward.
In the symmetric settings, the channel in (212) simplifies to either a weak interference channel (when $a = \beta_1$), or to a strong interference channel (when $a \in \{\beta_2, \beta_3\}$). To assess the average sum-rate gap, we start by analyzing the gap in the weak and strong interference regimes separately. The average of these gaps provides the average sum-rate gap. Throughout this discussion, we set $\beta = \beta_3 = \frac{1}{\beta_1}$.

- **Weak interference:** In the weak interference regime, the capacity with full CSIT is unknown. In this regime, in order to quantify the gap of interest, we first evaluate the gap of the sum-rate achieved by the scheme of Section 4.3.2 to the sum-rate achieved by the HK scheme. By using this gap in conjunction with the known results on the gap between the sum-rate of HK and the sum-rate capacity, we provide an upper bound on the average sum-rate gap of interest.
• **Strong interference**: In the strong interference regime, the sum-rate capacity with full CSIT is known. It can be characterized by evaluating the sum-rate of the intersection of two capacity regions corresponding to two multiple access channels formed by the transmitters and each of the receivers [123].

By quantifying the two gaps above, and then aggregating them based on the probabilistic model of the channel, the following theorem establishes upper bounds on the gap between the average sum-rate achieved by the approach in Section 4.3.1 and the sum-rate capacity. The gap is characterized in two distinct regimes of transmission power, denoted by $G_1$ and $G_2$. Define $\bar{R}_{\text{sum}}(G_i)$ as the minimum average sum-rate achievable under region $G_i$, and denote the average sum-rate capacity with full CSIT by $C_{\text{sum}}(G_i)$. Finally, define the gap $\Delta(G_i) = C_{\text{sum}}(G_i) - \bar{R}_{\text{sum}}(G_i)$.

**Theorem 15 ([171]).** The average sum-rate achievable by the broadcast approach in Figure 21 and Table 7 has the following gap with the sum-rate capacity of the symmetric Gaussian interference channel with full CSIT:

(i) For $P \in G_1 = (0, \beta) \cup (\beta(\beta^2 + \beta - 1), +\infty)$ we have

\[
\Delta(G_1) \leq \frac{1}{3} \left[ 1 + \log \left( \frac{1 + P(1 + \beta)}{1 + P(1 + \frac{1}{\beta})} \right) + \frac{1}{2} \log(2 + \beta) \right]. \tag{225}
\]

(ii) For $P \in G_2 = [\beta, \beta(\beta^2 + \beta - 1)]$ we have

\[
\Delta(G_2) \leq \frac{1}{3} \left[ \log 4 + \log \left( \frac{1 + P(1 + \beta)}{1 + P/\beta + \beta} \right) + 3 \log \left( \frac{2 + \beta}{1 + 2\beta} \right) \right]. \tag{226}
\]

Further analyzing the result in this theorem shows that the gap in the high SNR regime is upper bounded by a constant (for fixed channel gains).

**Theorem 16 ([171]).** For any fixed network model (i.e., fixed $\beta$), when $P$ is sufficiently large, the gap between the sum-rate capacity of the symmetric Gaussian interference channel with full CSIT and the average sum-rate achievable by the broadcast approach in Figure 21 and Table 7 is upper bounded by

\[
\Delta \leq \frac{1}{6} \log \left( 8\beta^2 \cdot \frac{\beta + 2}{\beta + 1} \right). \tag{227}
\]

Figures 24 and 25 compare the maximum average sum-rate with that of the sum-rate of the HK scheme. In both schemes, the average sum-rate is maximized over all possible power allocation schemes over different codebooks. Figure 24 depicts the gap between the two methods normalized by the sum-rate of HK. This signifies the relative sum-rate loss that can be attributed, for the most part, to the lack of the CSI at the transmitters. It is observed that the relative loss with respect to the HK peaks for moderate power regimes, while in the small and large power regimes, it is diminishing. For the evaluations in Figure 24, a two-state channel with a symmetric channel probability model $(q_1^s = q_2^s = q_3^s)$ is considered, in which $(q_1^s, q_2^s, q_3^s) = (0.3, 0.6, 0.1)$. The results follow the same trend for different values of $\beta_1$. Figure 25 evaluates the bounds on the sum-rate gaps presented in Theorem 15. The three plots in this figure correspond to those in Figure 24. Specifically, the plots in Figure 25 depict the $\Delta(G_i)$ normalized by the HK sum-rate. This figure shows that the bound on the gap becomes tighter as the power increases.
Finally, we provide a brief overview of a representative approach to generalizing the approaches discussed thus far to the general $N$ user channel. To this end, consider a generalization of (209) to the $N$-user channel, in which for user $m \in \{1, \ldots, N\}$ we have

$$y_m = x_m + \sum_{i \neq m} \sqrt{a_{mi}} x_i + n_m.$$  

Each of the channel coefficients $a_{im}$ takes one of the $L$ possible states $\{\beta_1, \ldots, \beta_L\}$, in the ascending order. The state of the network will be specified by the cross-links states, rendering a network with $N$ transmitters and $NL^{N-1}$ receivers. In the case of the
symmetric interference channel, i.e., \( a_{mi} = a \), the number of network states reduces to \( N \) transmitters and \( NL \) receivers.

Each transmitter, to balance its impacts on the intended and unintended receivers, performs rate-splitting and adapts each information layer to one combined state of the network designated to be decoded by a specific group of receivers. In the equivalent network, each transmitter and its associated \( S = L^{N-1} \) receivers form a MAC. The critical stage in specifying the broadcast approach is adopting a notion of degradedness among different such MAC. Facing a lack of a natural choice, we define an aggregate strength for receiver \( y^m \) as

\[
\theta_m = \sum_{i \neq m} a_{mi}.
\]  

(229)

This metric is used to sort the \( S \) receivers associated with \( y^m \) in the equivalent network. Denote these receivers by \( \{y^m_{mi}, \ldots, y^m_{m1}\} \), which are sorted in the ascending order such that for \( s < k \) receivers the \( \theta_m \) value associated with the states in the channel receiver \( y^m_s \) is smaller than that of receiver \( y^m_k \). Hence, for \( s < k \), the multiple access channel at receiver \( y^m_s \) is degraded with respect to the channel at \( y^m_k \). Therefore, receiver \( y^m_s \) can successfully decode all the layers adapted to the channels with the designated receivers \( \{y^m_1, \ldots, y^m_s\} \).

At receiver \( y^m_k \), every layer decoded from transmitter \( i \) directly increases the achievable rate, whereas every layer decoded from the other transmitter indirectly increases the achievable rate by canceling a part of the interfering signal. Hence, similarly to the two-user channel, transmitter \( i \) splits its message into \( 2S \) layers denoted by \( \{V^k_i, U^k_i\}_{k=1}^S \) with the following designations and objectives:

- **Transmitter** \( m \) adapts layer \( V^k_m \) to the state of the channels linking all other transmitters to the *unintended* receivers \( \{y^k_{mi} \ldots, y^k_{m1}\} \backslash \{y^k_m\} \): while the intended receivers \( \{y^k_m\}_{k=1}^S \) will be decoding all codebooks \( \{V^k_m\}_{k=1}^S \), the non-intended receivers \( \{y^k_1, \ldots, y^k_S\} \backslash \{y^k_m\} \) decode a subset of these codebooks depending on their channel strengths. More specifically, a non-intended receiver \( y^k_k \) decodes only the codebooks \( \{V^k_m\}_{k=1}^S \).
- **Transmitter** \( m \) adapts the layer \( U^k_m \) to the state of the channels linking all other transmitters to the *intended* receiver \( y^k_m \): while the unintended receivers \( \{y^k_1, \ldots, y^k_S\} \backslash \{y^k_m\} \) will not be decoding any of the codebooks \( \{U^k_m\}_{k=1}^S \), the intended receivers \( \{y^k_m\}_{k=1}^S \) decode a subset of these codebooks depending on their channel strengths. More specifically, the intended receiver \( y^k_k \) decodes only the codebooks \( \{U^k_m\}_{k=1}^S \).

As the number of users \( N \) increases, the total number of codebooks per transmitter \( 2S = 2L^{N-1} \) grows exponentially with the number of users. This renders joint decoding to have a prohibitive decoding complexity. A viable remedy is adopting the opportunistic successive decoding schemes (e.g., [138,172]), which are low-complexity schemes in which each receiver can dynamically identify an optimal set of codebooks to decode.

### 4.5. Two-User Interference Channel with Partial CSIT

We now turn the attention to how the transmitters have partial information about the overall network state. Specifically, based on the model in (209), we consider two separate scenarios in which each transmitter either knows the interference that it causes to the unintended receiver, or the interference that its intended receiver experiences. More specifically, in Scenario 1, transmitter \( i \) knows the channel state \( a_j \) for \( j \neq i \), while being unaware of \( a_i \). In contrast, in Scenario 2, transmitter \( i \) knows the channel state \( a_i \) while being unaware of \( a_j \) for \( j \neq i \). These two scenarios and their associated broadcast approaches are discussed next.

#### 4.5.1. Two-User Interference Channel with Partial CSIT—Scenario 1

**State-dependent adaptive layering.** In this setting, each transmitter controls the interference that it imposes by leveraging the partially known CSI. Concurrently, each transmitter adapts one layer to every possible channel state at its intended
receiver, overcoming the partial uncertainty about the other transmitter’s interfering link. Based on these observations, transmitter $i$ splits its information stream into a certain set of codebooks depending on the state of its outgoing cross channel. We denote the set of codebooks transmitted by user $i$ when $a_j = \sqrt{\beta_k}$ by $C_i^k$. Each set $C_i^k$ consists of $K + 1$ codebooks given by

$$C_i^k = \{V_i^k, U_i^k(1), \ldots, U_i^k(K)\}.$$  

The layers denoted by $V_i^k$ are adapted to be successfully decoded by both receivers in all network states. Additionally, layers $U_i^k(s), \forall s \in \{1, \ldots, K\}$ are specifically adapted to be opportunistically decoded by the intended receiver $y_i^k$ only. In particular, when transmitter $i$ knows the state of its outgoing channel to be $\beta_k$, it splits its information stream into $K + 1$ layers specified in (230) where

- layer $V_i^k (V_i^\beta)$ is adapted to the cross channel state at the unintended receiver $y_i^\beta (y_i^\beta)$;
- layer $U_i^k(s) (U_i^k(s))$ is adapted to the cross channel state at the intended receiver $y_i^k (y_i^k), \forall s \in \{1, \ldots, K\}$.

Note that the sets $\{C_i^k\}_{i,k}$ contain the same number of codebooks corresponding to each user $i$ and outgoing channel state $\beta_k$. However, the motivation behind using $K$ different sets is that the power allocation among the layers in each set is distinct. Given that transmitter $i$ adapts the layers $V_i^k$ to each cross channel state at the unintended receiver, it directly imposes a constraint on the fraction of power allocated to the remaining layers $\{U_i^k(s)\}$.

**Successive decoding.** Each codebook will be decoded by multiple receivers in the equivalent network formed by different receivers associated with different network states. Hence, each codebook rate will be constrained by its associated most degraded channel state. Furthermore, any undecoded layer at a particular receiver imposes interference, which degrades the achievable rate at that receiver. Motivated by these premises, a simple successive decoding scheme can be designed that specifies (i) the set of receivers at which each layer is decoded, and (ii) the order of successive decoding order at each receiver.

In network state $(\beta_s, \beta_t)$, user 1 transmits the superposition of all the layers in the set $C_1^s = \{V_1^s, U_1^s(1), \ldots, U_1^s(K)\}$, while user 2 transmits the layers in the set $C_2^s = \{V_2^s, U_2^s(1), \ldots, U_2^s(K)\}$. Accordingly, layers $V_1^s$ and $V_2^s$ are decoded by both receivers $y_1^s$ and $y_2^s$. Further, a subset of the layers $\{U_i^s(t)\}$ from user $i$ are opportunistically decoded by the intended receiver only depending of the interfering channel state $\beta_i$ from transmitter $j \neq i$. For state $(\beta_s, \beta_t)$, we summarize the decoding order at each receiver $y_i^s$ as follows:

- **Receiver** $y_1^s$: First, it decodes one layer from the unintended transmitter $V_2^s$ and remove it from the received signal. Secondly, it decodes the baseline layer from its intended transmitter $V_1^s$. Finally, depending on the network state $(\beta_s, \beta_t)$, it successively decodes all the layers $\{U_1^s(1), \ldots, U_1^s(t)\}$.
- **Receiver** $y_2^s$: First, it decodes one layer from the unintended transmitter $V_1^s$ and remove it from the received signal. Secondly, it decodes the baseline layer from its intended transmitter $V_2^s$. Finally, depending on the network state $(\beta_s, \beta_t)$, it successively decodes all the layers $\{U_2^s(1), \ldots, U_2^s(s)\}$.

#### 4.5.2. Two-User Interference Channel with Partial CSIT—Scenario 2

**State-dependent adaptive layering.** In contrast to Scenario 1, in this scenario, transmitter $i$ knows $a_i$, and it is oblivious to the other channel. Lacking the extent of interference that each transmitter causes, transmitter $i$ adapts multiple layers with different rates such that the unintended receiver opportunistically decodes and removes a part of the interfering according to the actual state of the channel. Simultaneously, transmitter $i$ adapts the encoding rate of a single layer to be decoded only by its
intended receiver based on the actual state of channel $a_2$. Based on this vision, transmitter $i$ splits its information stream into a distinct set of codebooks corresponding to each state of the cross channel at its intended receiver. We denote the set of codebooks transmitted by user $i$ when $a_i = \sqrt{B_i}$ by $D^i_k$. Each set $D^i_k$ consists of $K + 1$ codebooks given by

$$D^i_k = \{V^i_k(1), \ldots, V^i_k(K), U^i_k\}. \quad (231)$$

The layers denoted by $\{V^i_k(s)\}_{s=1}^{K}$ are adapted to be fully decoded by transmitter $i$ and partially decoded by receiver $j$, depending on the actual network state. Contrarily, layers $U^i_k$ are specifically adapted to be decoded by the intended receiver $y^i_k$ only. In particular, when transmitter $i$ knows the state of the interfering link to its intended receiver to be $\beta_k$, it splits its information stream into $K + 1$ encoded layers specified in (231) where

- layer $V^i_k(s)$ $(V^i_k(s))$ is adapted to the cross channel state at the unintended receiver $y^i_2$ $(y^i_2)$, for $s \in \{1, \ldots, K\}$; and
- layer $U^i_k$ $(U^i_k)$ is adapted to the cross channel state at the intended receiver $y^i_1$ $(y^i_1)$.

Similarly to the layering approach in Scenario 11, sets $D^i_k$ contain an equal number of codebooks for each $i \in \{1, 2\}$ and $k \in \{1, \ldots, K\}$. Nevertheless, power allocation schemes among the layers in each set are distinct.

**Successive decoding.** Given that each codebook will opportunistically be decoded by multiple receivers, its maximum achievable rate is constrained by the most degraded network state in which it is decoded. Similarly to that of Scenario 1, a successive decoding scheme is devised that specifies (i) the set of receivers at which each layer is decoded, and (ii) the order of successive decoding order at each receiver.

In network state $(\beta_s, \beta_t)$, user 1 transmits the superposition of all the layers in the set $D^1_s = \{V^1_s(1), \ldots, V^1_s(K), U^1_s\}$, while user 2 transmits the layers in the set $D^2_s = \{V^2_s(1), \ldots, V^2_s(K), U^2_s\}$. Layers $U^i_s$ and $U^i_s$ are decoded by both receivers $y^i_1$ and $y^i_2$. On the other hand, a subset of the layers $\{V^i_s(k)\}$ from user $i$ are opportunistically decoded by the unintended receiver $j$ depending on the interfering channel state. In network state $(\beta_s, \beta_t)$, we summarize the decoding order at each receiver $y^i_k$ as follows:

- **Receiver $y^1_2$:** First, it decodes one layer from the interfering signal $V^2_1(1)$. Afterwards, it decodes one layer from the intended signal $V^1_1(1)$. This receiver continues the decoding process in an alternating manner until codebooks $\{V^2_1(j)\}_{j=1}^{K}$ from transmitter 2 and codebooks $\{V^1_1(j)\}_{j=1}^{K}$ are decoded from the intended receiver 1 are successfully decoded. Finally, the last remaining layer from the intended message $U^1_1$ is decoded.

- **Receiver $y^2_1$:** First, it decodes one layer from the interfering signal $V^2_1(1)$. Afterwards, it decodes one layer from the intended signal $V^1_2(1)$. This receiver continues the decoding process in an alternating manner until codebooks $\{V^1_2(j)\}_{j=1}^{K}$ from transmitter 1 and codebooks $\{V^2_2(j)\}_{j=1}^{K}$ are decoded from the intended receiver 2 are successfully decoded. Lastly, the last remaining layer from the intended message $U^2_2$ is decoded.

5. Relay Channels

5.1. Overview

In this section, we extend the discussions to two-hop networks, in which a source and a destination communicate while being assisted by relay nodes. In line with the key assumption throughout this paper (i.e., no CSIT), we assume that the transmitter and the relay(s) are oblivious to instantaneous realizations of their outgoing channels. Such settings are especially relevant when a source communicates with a remote destination, and a relay terminal is occasionally present near the source but without the source’s knowledge [173–176].
We start the discussion with a two-hop network model in Section 5.2, where the source and destination communicated through a relay node (no direct source-destination communication). In this section, we review various decode-and-forward (DF), amplify-and-forward (AF), quantize-and-forward (QF), and amplify-and-quantize-and-forward (AQF) relaying schemes and characterize their attendant average communication rates, based on the results in [177]. The work in [178] considers the problem of communication between a single remote transmitter and a destined user while being helped by co-located users. This problem is discussed in more detail in Section 5.3. In a dynamic wireless network where a source terminal communicates with a destination, it is worth considering oblivious relaying strategies of a relay near the source transmitter in the presence of other users in the network [179], as discussed in Section 5.4. In Section 5.5, we review the broadcast transmission schemes of the diamond channel investigated in [180]. Motivated by addressing the distributed nature and delay sensitivity of modern communication systems, the study in [181] investigates a network consisting of a source-destination pair, the communication between which is assisted by multiple relays. This setting is reviewed in Section 5.6. Finally, motivated by the fact that in practical wireless networks, it is often difficult for each user to keep track of the relay nodes, in Section 5.7, we review the settings in which the relays are available only occasionally.

5.2. A Two-Hop Network

Let us consider a two-hop relay fading channel [177], where the transmitter and receiver communicate through an intermediate network node that serves as a relay. Various relaying protocols and broadcasting strategies are considered. For example, DF relaying, a simple relay with a single packet buffer, which cannot reschedule retransmissions, is first studied. DF relaying limitations in various cases give rise to consideration of other relaying techniques, such as AF, where a maximal broadcasting achievable rate is analytically derived. A QF relay, coupled with a single-level code at the source, uses codebooks matched to the received signal power and performs optimal quantization. This is simplified by an AQF relay, which performs scaling, and single codebook quantization on the input. As discussed later in this section, it is observed that the latter may be throughput-optimal on the relay-destination link while maintaining a lower coding complexity compared with the QF setting.

The work in [182] concerns two-hop transmissions over relay-assisted block fading channels, assuming there is no direct link between the transmission ends and the communication is carried out by a relay. Various relaying strategies are considered in combination with the multi-layer coded transmission. The study in [183] optimizes the power allocation for relaying strategies in a similar two-way relay setting. The work in [184] considers a two-layer transmission and optimizes the power allocation for a DF relay.

In a DF [185] scheme, the relay decodes the received source message, re-encodes it, and forwards the resulting signal to the destination. Note that, since the relay must perfectly decode the source message, the achievable rates are bounded by the capacity of the channel between the source and the relay. A non-regenerative relay has a different coding scheme than the source, and it can improve, for example, the reliability of the relay-destination transmission. The work in [186] compares two DF protocols assuming knowledge of channel gains at the transmitter and adhering to delay-limited capacity. Further work on user cooperation to increase diversity gains, using DF cooperation techniques over a Rayleigh fading channel is found in [187].

In [188], different types of AF relay settings are studied and general expressions for the aggregate SNR at the destination are derived for a varying number of relaying nodes. This study is motivated by previous observations that AF relays can sometimes approach or exceed the performance of their DF counterparts [185]. A QF relay implementation is considered in [174] and it is shown to be superior to the DF and AF, in terms of average throughput in the presence of a direct link and a known channel gain on the relay-destination link, which models a two co-located user
cooperation. Practical compress-and-forward (CF) code design was presented in [189] for the half-duplex relay channel. The quantization in [174,189] is of Wyner–Ziv (WZ) quantization type [190], which refers to the relay quantizing its received observation of the source symbol while relying on the side information that is available at the destination receiver, from the direct link. In a two-hop relay setting, the receiver has no additional side information, and thus the quantization applied at the relay is a standard quantization of a noisy Gaussian source [191]. Consider the following SISO channel:

\[ y_r = h_s x_s + n_s , \]  

(232)

where \( y_r \) is a received vector of length \( N \) at the relay, which is also the transmission block length, \( x_s \) is the transmitted vector, and \( n_s \) is the additive noise vector, with elements that are complex Gaussian i.i.d. with zero mean and unit variance denoted \( CN(0,1) \). \( h_s \) is the (scalar) fading coefficient, assumed to be perfectly known at the relay and the destination receivers only. The source transmitter has no CSI. The power constraint at the source is given by \( P_s = E[|x_s|^2] \). The channel between the relay and the destination is described by

\[ y_d = h_r x_r + n_r , \]  

(233)

where \( y_d \) is a received vector of length \( N \) at the destination receiver, and \( x_r \) is the relay transmitted vector. \( n_r \) is the additive noise vector, with elements that are complex Gaussian i.i.d. with zero mean and unit variance denoted by \( CN(0,1) \), and \( h_r \) is the (scalar) fading coefficient. The fading coefficients \( h_s \) and \( h_r \) are assumed to be perfectly known at the destination receivers only. The relay transmitter does not possess \( h_r \). The power constraint at the relay is given by \( P_r = E[|x_r|^2] \).

It is assumed that the relay operates in a full-duplex mode by receiving and transmitting on different frequency bands, realizing a two-hop network. Furthermore, the relay is not capable of buffering data. In the DF protocols, the relay has to forward all the data successfully decoded immediately. Layers that were not decoded on the path from source to destination must be rescheduled for retransmission at the source. If the relay had packet scheduling capabilities, the DF protocols could be improved by letting the relay perform retransmission of layers that are not decoded at the destination. However, this calls for distributed scheduling control, which highly complicates the system and is beyond the scope of this subsection.

5.2.1. Upper Bounds

A full CSI (FCSI) upper bound is derived for a hypothetical case that both source and relay have perfect CSI of all links, and the source always transmits in the maximal achievable rate over this relay channel. This achievable rate is the minimal rate determined by the fading gain realizations on both links. It is generally expressed by

\[ C_{FCSI} = E_{s,s_r} \left[ \log (1 + \min(P_s s_s, P_r s_r)) \right] , \]  

(234)
where \( s_s = |h_s|^2 \), and \( s_r = |h_r|^2 \). By explicitly extracting the expectation in (234) we get

\[
C_{\text{FCSI}} = \int_0^\infty \! \int_0^\infty \! dv \, d\mu f(v)f(\mu) \log(1 + \min(P_s \nu, P_r \mu)) \\
= \int_0^\infty \! dv \, \int_0^\infty \! d\mu f(v)f(\mu) \log(1 + P_s \nu) + \int_0^\infty \! dv \, \int_0^\infty \! d\mu f(v) \log(1 + P_r \mu) \\
= \int_0^\infty \! dv \, f(v)(1 - F(P_s \nu / P_r)) \log(1 + P_s \nu) \\
+ P_s \nu \int_0^\infty \! dv \, (1 - F(v)) f(P_s \nu \mu) \log(1 + P_s \nu) ,
\]

where \( f(x) \) and \( F(x) \) are the PDF and CDF of the fading gain, respectively. For a Rayleigh fading channel, the FCSI upper bound is given by

\[
C_{\text{FCSI}} = (1 + P_s / P_r) \int_0^\infty \! dv \, e^{-(1 + P_s / P_r)v} \log(1 + P_s \nu) \\
= e^\nu E_1 \left( \frac{P_s + P_r}{P_s P_r} \right) ,
\]

where \( E_1(x) \) is the exponential integral function \( E_1(x) \triangleq \int_x^\infty \! dt \, t^{-1} e^{-t} \) for \( x \geq 0 \) [192]. The ergodic cut-set upper bound is the minimum of the average achievable rates on the two links (source-relay and relay-destination). This is specified by

\[
C_{\text{erg}} = \min \{ \mathbb{E}_{s_s}[\log(1 + P_s s_s)] , \mathbb{E}_{s_r}[\log(1 + P_r s_r)] \} .
\]

For Rayleigh fading channels, and similar fading gain distribution functions \( f(x) \) for the two links, the ergodic upper bound simplifies to

\[
C_{\text{erg}} = \int_0^\infty \! dv \, e^{-v} \log(1 + P \nu) , \quad \text{s.t.} \quad P = \min(P_s, P_r) ,
\]

which is justified by the monotonicity of the ergodic capacity as function of \( P \). A tighter upper bound on the broadcast strategy is the broadcasting cut-set bound. This is the minimum average broadcasting rate achievable on each of the links separately. It is specified by

\[
R_{\text{bs-cutset}} = \min \left\{ \int_0^\infty \! du \, f_s(u) R_s(u) , \int_0^\infty \! du \, f_r(u) R_r(u) \right\} ,
\]

where \( f_s(u) \) and \( f_r(u) \) are the PDFs of the source-relay and relay destination fading gains, respectively, and \( R(u) \) is the broadcasting achievable rate for a fading gain \( u \). For a Rayleigh fading channel with similar distribution on both links, the cut-set bound is given by ([23], Equation (18))

\[
R_{\text{bs-cutset}} = 2E_1(s_0) - 2E_1(1) - (e^{-s_0} - e^{-1}) ,
\]
where

\[ s_0 = \frac{2}{1 + \sqrt{1 + 4 \min(P_s, P_r)}}. \]  

(242)

The broadcasting cut-set bound (241) may be achieved if the relay is allowed to delay its data and reschedule retransmissions independently. Furthermore, the relay has to inform the source how many layers were decoded for every block. We do not assume such feedback is available. The only feedback, in our channel model, is from destination to source indicating the number of successfully decoded layers.

5.2.2. DF Strategies

Consider first the simple DF relaying for an outage approach with single-level coding at source and relay. In single-level coding, the code rate from the source transmitter to the relay is determined by the fading gain threshold selected. For a power threshold \( s_s \), the code rate is \( R = \log(1 + P_s s_s) \), and this same rate is transmitted from the relay to the destination with power \( P_r \), thus \( R = \log(1 + P_r s_r) \), and \( s_r = \frac{P_r}{P_s} s_s \). Hence, the average achievable rate from the source to the destination is

\[ R_{1,\text{ave}} = \mathbb{P}(\nu > s_s) \mathbb{P}(\mu > s_r) \log(1 + P_s s_s) \]

(243)

\[ = (1 - F_\nu(s_s))(1 - F_\mu(s_r)) \log(1 + P_s s_s), \]

(244)

where \( \nu, \mu \) are the fading gain random variables, \( F_\nu(x) \), \( F_\mu(x) \) are the corresponding CDFs, and \( P_s \) is the source transmission power. For a Rayleigh fading channel, with \( F_\mu(x) = F_\nu(x) = 1 - e^{-x} \), the average rate is given by

\[ R_{1,\text{ave}} = e^{-s_s} e^{-\frac{P_r}{P_s} s_s} \log(1 + P_s s_s), \]

(245)

and the maximal achievable rate is thus

\[ R_{1L} = \max_{s_s} e^{-s_s} e^{-\frac{P_r}{P_s} s_s} \log(1 + P_s s_s). \]

(246)

Let the source perform two-level coding, and the relay has to decode as many layers as possible, depending on the fading realization. If successful in decoding both layers, it transmits a single-level code at a rate that is the sum of source rates. If only one layer was decoded successfully at the relay, it encodes it into a different single-level code, which is equal in rate to the first level of the source channel code. This gives higher flexibility in decoding of a single layer at the destination receiver when the channel conditions on the source-relay link allow only one layer detection at the relay. The channel code rate at the source is given by

\[ R_1^s = \log(1 + P_s s_{s,1}) - \log(1 + (1 - \alpha_s)P_s s_{s,1}), \]

(247)

\[ R_2^s = \log(1 + (1 - \alpha_s)P_s s_{s,2}), \]

(248)

where \( 0 \leq \alpha_s \leq 1 \), \( s_{s,1} \) and \( s_{s,2} \) are the fading gain thresholds implicitly specifying the layering rates. The rates of the single-level code at the relay are then given by

\[ R_1^r = \log(1 + P_r s_{r,1}), \quad \text{s.t.} \quad R_1^r = R_1^s, \]

(249)

\[ R_2^r = \log(1 + P_r s_{r,2}), \quad \text{s.t.} \quad R_2^r = R_1^r + R_2^s, \]

(250)
where \( s_{r,1} \) and \( s_{r,2} \) are determined from the rate equalities on the right hand side of (249). The overall average rate is then

\[
R_{2−1,ave} = \max_{s_{r,1}, s_{r,2}, \nu} \mathbb{P}(s_{r,1} \leq v < s_{r,2}) P(\mu > s_{r,1}) R_{s_{r,1}}^1 \\
+ \mathbb{P}(v > s_{r,2}) P(\mu > s_{r,2}) (R_{s_{r,2}}^1 + R_{s_{r,2}}^2)
\]

(251)

and

\[
R_{s_{r,1}}^1 = \log(1 + P_s s_{r,1})
\]

(253)

where \( \nu \) is the fading gain RV on the source-relay link, and \( \mu \) is the RV on the relay destination link. This approach outperforms single-level coding at the source and two-level coding at the relay, described in the previous subsection. The main reason for this difference is that the outage approach described here adapts to the source-relay channel conditions. That is, the outage rate from the relay to the destination is equal to the decoded rate and depends on the number of successfully decoded layers (249). However, when considering the opposite approach (source: outage, relay: two-level), the outage rate is fixed for all channel conditions, and if the relay fails in its decoding, nothing is transmitted to the destination.

5.2.3. Continuous Broadcasting DF Strategies

Coding Scheme I—Source: Outage and Relay: Continuum Broadcasting. In this coding scheme, the source transmitter performs single-level coding. Whenever channel conditions allow decoding at the relay, it performs continuum broadcasting, as described in the previous subsection. Thus, the received rate at the destination depends on the instantaneous channel fading gain realization on the relay-destination link. Clearly, a necessary condition for receiving something at the destination is that channel conditions on the source-relay link will allow decoding. The source transmission rate is given by

\[
R_{s_{r,1}}^1 = \int_{0}^{\nu} \frac{u \rho_r(u)}{1 + u I_r(u)} du
\]

(254)

where \( I_r(\nu) \) is the residual interference distribution function and its boundary conditions are stated in (4) and (5). The total rate transmitted in the broadcasting link is equal to the single-level code rate of the source-relay link, that is

\[
R_{s_{r,1}}^1 = \int_{0}^{\nu} \frac{u \rho_r(u)}{1 + u I_r(u)} du
\]

(255)

The above condition in (255) states a constraint on the optimization of the average rate. The average rate expression, considering the transmission scheme on the two links is

\[
R_{ave} = \mathbb{P}(v > s_{r,1}) \int_{0}^{\nu} dx f_\mu(x) \int_{0}^{\nu} \frac{u \rho_r(u)}{1 + u I_r(u)} du \\
= (1 - F_\nu(s_{r,1})) \int_{0}^{\nu} dx (1 - F_\mu(x)) \frac{x \rho_r(x)}{1 + x I_r(x)}
\]

(256)
where we have used partial integration rule. The average rate maximization problem can now be posed as

$$ R_{1-\text{bs,ave}} = \max_{s_x, I_r} \left\{ \frac{\int_0^\infty dx (1 - F_{\mu}(x)) x \rho_r(x)}{1 + x I_r(x)} \right\} \left[ \begin{array}{c} \text{s.t.} \\ \int_0^\infty \frac{\rho_r(u)}{1 + u I_r(u)} du = \log(1 + P_b s_x) \end{array} \right]. \tag{258} $$

As a first step in solving the maximal average rate, the residual interference distribution $I_r(\nu)$ is found for every $s_x$. That is

$$ R_{1-\text{bs},s_x} = \left\{ \begin{array}{ll} \max_{I_r} & \int_0^\infty dx (1 - F_{\mu}(x)) \frac{x \rho_r(x)}{1 + x I_r(x)} \\ \text{s.t.} & R^2_1 = \int_0^\infty \frac{\nu \rho_r(u)}{1 + u I_r(u)} du \\ & R^2_2 = \int_0^\infty dx G_1(x, I_r(x), I'_r(x)) \end{array} \right\}. \tag{259} $$

where $I'_r(x) = \frac{dI_r(x)}{dx}$. The necessary condition for extremum in (259) subject to the subsidiary condition, is in general stated [59]

$$ G_{1,I_r} + \lambda G_{2,I_r} - \frac{d}{dx} \left( G_{1,I'_r} + \lambda G_{2,I'_r} \right) = 0, \tag{261} $$

where $G_{1,I_r}$ is the derivative of $G_1$ with respect to $I_r$, and $G_{1,I'_r}$ is the derivative of $G_1$ with respect to $I'_r$. The scalar $\lambda$ is also known as a Lagrange multiplier, and it is determined from the subsidiary condition in (259). The substitution of $S_L \triangleq G_{1,I_r} + \lambda G_{2,I_r}$, and $S_{I'_r} \triangleq G_{1,I'_r} + \lambda G_{2,I'_r}$ by using (259) results in

$$ S_L = \frac{x^2 I'_r(1 - F_{\mu} + \lambda)}{(1 + x I_r)^2}, \tag{262} $$

$$ S_{I'_r} = -x (1 - F_{\mu} + \lambda), \tag{263} $$

$$ \frac{dS_{I'_r}}{dx} = \frac{(x^2 I'_r - 1)(1 - F_{\mu} + \lambda)}{(1 + x I_r)^2}. \tag{264} $$

Substituting the expressions in (262) into the extremum condition in (261) yields a general solution for the residual interference, as function of the Lagrange multiplier $\lambda$. This is summarized in the following proposition.

**Proposition 4.** The relay broadcasting residual power distribution function $I_r(x)$ that maximizes the expected rate over the two-hop wireless fading channel (232) and (233) is given by

$$ I_r(x) = \begin{cases} P & 0 \leq x \leq x_0 \\ \frac{1 - F_{\mu}(x) + \lambda - x f_{\mu}(x)}{f_{\mu}(x) x^2} & x_0 \leq x \leq x_1 \\ 0 & x \geq x_1 \end{cases}, \tag{265} $$
where $x_0$ and $x_1$ are determined from the boundary conditions $I_r(x_0) = P$ and $I_r(x_1) = 0$, respectively. The scalar $\lambda$ is determined from the subsidiary condition in (259).

When considering a Rayleigh flat fading channel for the relay destination link, i.e., $F_\mu(x) = 1 - \exp(-x)$, the residual interference distribution gets the following form

$$I_r(x) = \frac{\lambda}{e^{-x}x^2} + \frac{1}{x^2} - \frac{1}{x}, \quad \text{for} \quad x_0 \leq x \leq x_1,$$

and the condition $I_r(x_1) = 0$ provides

$$x_1 = 1 - W_L(-\lambda e),$$

where $W_L(x)$ is the Lambert W-function, also called the omega function, and it is the inverse of the function $f(W) = We^W$. Interestingly, the subsidiary condition with (266) as the solution for $I_r(x)$ yields a simplified expression

$$R_T = \int_{x_0}^{x_1} \frac{u \rho_s(u) du}{1 + u I_s(u)}$$

$$= 2 \log(x_1) - x_1 - (2 \log(x_0) - x_0)$$

$$= 2 \log(1 - W_L(-\lambda e)) - 1 + W_L(-\lambda e)$$

$$- 2 \log(x_0) + x_0,$$

(269) (270) (271)

where (267) is used for substitution of $x_1$. Using the subsidiary condition (259), i.e., $R_T = R_s^1$, the solution of $x_0$ as function of $\lambda$ is

$$x_0 = -2W_L\left(-0.5e^{\log(1-W_L(-\lambda e))-0.5+0.5W_L(-\lambda e)-0.5R_s^1}\right).$$

(272)

Finally, $\lambda$ can be found by solving $I_r(x_0) = P$. Thus, all initial conditions are satisfied, the solution for $\lambda$ is obtained by numerically solving the nonlinear equation specified by $I_r(x_0) = P$. The maximal rate $R_{1-bs,ave}$ is then obtained by searching numerically over $s_s$ and evaluating $R_{1-bs,ave}$ for all $s_s$ in the search.

**Coding Scheme II—Source: Continuum Broadcasting and Relay: Outage.** In this coding scheme, the source transmitter performs continuum broadcasting, as described in the previous subsection. The relay encodes the successfully decoded layers into a single-level block code. Thus, the rate of each transmission from the relay depends on the number of layers decoded. For a fading gain realization $v$ on the source-relay link, the decodable rate at the relay is

$$R^s(v) = \int_0^v \frac{u \rho_s(u) du}{1 + u I_s(u)}.$$ (273)

This is also the rate to be transmitted in a single-level coding approach, yielding

$$R_1^r(v) = \log(1 + P_r s_r(v)),$$ (274)
where \( s_r(v) \) is the fading gain threshold for decoding at the destination. In order to ensure equal source and relay transmission rates, it is required that \( R_s(v) = R^s(v) \). The average rate is then given by

\[
R_{\text{bs}-\text{ave}} = \max_{L_i(x)} \int_0^\infty dx \mathbb{P}(\mu \geq s_r(x)) f_r(x) R^s(x) \tag{275}
\]

\[
= \max_{L_i(x)} \int_0^\infty dx (1 - F_\mu(s_r(x))) f_r(x) \int_0^x \frac{\mu \varphi_\mu(u) du}{1 + u L_\mu(u)} \tag{276}
\]

\[
= \max_{L_i(x)} \int_0^\infty dx e^{-x} e^{-s_r(x)} \int_0^x \frac{\mu \varphi_\mu(u) du}{1 + u L_\mu(u)}, \tag{277}
\]

where a Rayleigh fading distribution is assumed on the last equality, and

\[
s_r(v) = \frac{1}{P_r} \left( \exp \left( \int_0^v \frac{\mu \varphi_\mu(x)}{1 + x L_\mu(x)} dx - 1 \right) \right). \tag{278}
\]

As may be noticed from (278), the functional subject to optimization in (275) does not have a localization property \([59]\), and thus, it does not have a standard Euler-Lagrange equation for an extremum condition.

**Coding Scheme III—Source and Relay: Continuous Broadcasting.** In this scheme, both source and relay perform the optimal continuum broadcasting. The source transmitter encodes a continuum of layered codes. The relay decodes up to the maximal decodable layer. Then it retransmits the data in a continuum multi-layer code matched to the rate that has been decoded last. In this scheme, the source encoder has a single power distribution function, which depends only on a single fading gain parameter. The relay uses a power distribution that depends on the two fading gains on the source-relay and the relay-destination links.

In general, the source channel code rate as a function of the fading gain is the same one specified in (273). The rate achievable at the destination is then given by

\[
R^s(v, \mu) = \int_0^\infty \frac{u \mu \varphi_\mu(v, u) du}{1 + u L_\mu(v, u)}. \tag{279}
\]

The maximal average rate is then specified by

\[
R_{\text{bs-ave}} = \left\{ \begin{array}{l}
\max_{L_i(v), L_i(v, \mu)} \int_0^\infty dx \int_0^\infty dy f_r(x) f_r(y) \int_0^y \frac{u \varphi_\mu(x, u) du}{1 + u L_\mu(x, y)} \\
\quad \text{s.t. } \int_0^\infty \frac{u \varphi_\mu(x, u) du}{1 + u L_\mu(x, u)} \leq R^s(v)
\end{array} \right., \tag{280}
\]

which may be simplified into

\[
R_{\text{bs-ave}} = \left\{ \begin{array}{l}
\max_{L_i(v), L_i(v, \mu)} \int_0^\infty dx \int_0^\infty dy f_r(x) (1 - F_\mu(y)) \frac{y \varphi_\mu(x, y)}{1 + y L_\mu(x, y)} \\
\quad \text{s.t. } \int_0^\infty \frac{u \varphi_\mu(x, u) du}{1 + u L_\mu(x, u)} \leq R^s(v)
\end{array} \right.. \tag{281}
\]
In order to present an Euler–Lagrange equation here, the subsidiary condition in (281) still has to be brought to a functional form, and then it could be solved with the aid of the Lagrange multipliers.

5.2.4. AF Relaying

Consider a relay that cannot decode and encode the data, but rather it can only amplify the input signal. The channel model to consider here is the same one specified in (232) and (233). However, it may be assumed that the relay can estimate the input signal power and amplify the signal (without distortion) by a factor that ensures maximal transmission \( P_r \) from the relay. In such a case, the amplification coefficient is given by

\[
\gamma = \sqrt{\frac{P_r}{P_s |h_s|^2 + 1}}. \tag{282}
\]

The equivalent received signal at the destination can be specified by

\[
y_d' = \frac{\gamma h_r h_s}{\sqrt{\gamma^2 |h_r|^2 + 1}} x_s + n_r', \tag{283}
\]

where \( n_r' \sim CN(0, 1) \) and the original source signal is multiplied by a factor, which represents an equivalent fading coefficient with power

\[
s_b = \frac{\gamma^2 |s_r| s_s}{\gamma^2 s_r + 1} = \frac{P_r s_r s_s}{P_r s_r + P_s s_s + 1}, \tag{284}
\]

where \( s_r = |h_r|^2 \) and \( s_s = |h_s|^2 \), and we have used the amplification factor definition from (282) for explicitly stating the equivalent fading gain. The CDF of the equivalent fading gain \( s_b \) is then given by

\[
F_{s_b}(x) = \mathbb{P}(s_b < x) = \int_{\mathcal{R}} \int dx_r dx_s f_{s_r}(x_r) f_{s_s}(x_s), \tag{285}
\]

where

\[
\mathcal{R} = \left\{ (x_r, x_s) \in [0, \infty) \mid \frac{P_r x_r x_s}{P_r x_r + P_s x_s + 1} \leq x \right\}.
\]

when assuming a Rayleigh fading channel, i.e., \( f_{s_r}(x_r) = e^{-x_r} \) and \( f_{s_s}(x_s) = e^{-x_s} \), we have

\[
F_{s_b}(x) = 1 - \int_{\frac{P_r}{\gamma^2}}^{\infty} dx_r \int_{\frac{x_r + P_s x_s}{\gamma^2 P_r x_r}}^{\infty} dx_s e^{-x_s} e^{-x_r} \tag{286}
\]

\[
= 1 - \int_{\frac{P_r}{\gamma^2}}^{\infty} dx_r e^{-x_r} e^{-\frac{(x_r + P_s x_s)}{\gamma^2 P_r}}, \tag{287}
\]

which does not lend itself to a closed-form expression. In a broadcast approach, the transmitter performs continuous code layering, matched to the equivalent single fading gain \( RV \). Using the equivalent channel model (283) and using the results of [23], the average received rate is given by

\[
R_{b_s, AF, ave} = \max_{I(x)} \int_0^\infty (1 - F_{s_b}(x)) \frac{-x I'(x)}{1 + x I(x)}, \tag{288}
\]
where the optimal residual interference distribution $I_{\text{opt}}(x)$ is given by [23]

$$I_{\text{opt}}(x) = \begin{cases} \frac{P}{1-F_h(x)-x f_h(x)} & 0 \leq x \leq x_0 \\ \frac{f_h(x) x^2}{j_h(x)} & x_0 \leq x \leq x_1 \\ 0 & x \geq x_1 \end{cases},$$

(289)

where $x_0$ and $x_1$ are determined from the boundary conditions $I_r(x_0) = P_s$ and $I_r(x_1) = 0$, respectively. The maximal achievable rate is provided by the following proposition.

**Proposition 5.** The maximal achievable expected rate of a two-hop AF-relay network is explicitly given by

$$R_{bs,AF,ave} = \int_{x_0}^{x_1} dx \left[ \frac{2(1 - F_h(x))}{x} + \frac{(1 - F_h(x)) f_h'(x)}{f_h(x)} \right],$$

(290)

where the CDF $F_h(x)$ is specified in (286), and thus the corresponding PDF is given by

$$f_h(x) = \frac{d}{dx} F_h(x) = \int_0^\infty dx_r \frac{x_r (1 + P_r x_r)}{(P_s x - P_r x_r)^2} e^{-x_r - \frac{x (1 + P_r x_r)}{P_s x - P_r x_r}}.$$  

(291)

Finally, $R_{bs,AF,ave}$ (290) can be obtained via a numerical integration.

### 5.2.5. AQF Relay and Continuum Broadcasting

Now, let the source encoder perform continuum layering, and the relay, as before, amplifies its input signal, quantizes it with average distortion $D$, optimally in an MSE sense. The destination tries to first decode the quantized signal $u_q$. Upon successful decoding, it decodes the multi-level code up to the highest layer possible, depending on the fading gain on the source relay link. In this setting, we consider single-level quantization. In broadcasting, it may be assumed that part of the original signal cannot be decoded. Therefore, it is modeled as additive Gaussian noise. The quantized signal, after suitable amplification and forward channel conversion, as a function of the source data, is given by

$$u_q = \gamma \mathbf{h} \mathbf{s} + \mathbf{h} \mathbf{s}_I + \mathbf{n}'_q,$$  

(292)

where $n'_q$ is the equivalent quantization noise distributed according to $\mathcal{CN}(0, \beta D)$, $\beta = 1 - \frac{D}{\gamma}$, $\gamma = \sqrt{\frac{P_s}{P_s + \frac{1}{\beta^2}}}$ with $v_s = |\mathbf{h}_s|^2$, and $x_{s,I}$ represents the residual interference in the decoded signal. Consider a power distribution $\rho(v_s)$ which is the source power distribution as function of the fading gain. Then the incremental rate associated with a fading $v_s$ is

$$dR(v_s) = \frac{\gamma^2 v_s \rho(v_s) \beta^2 dv_s}{\gamma^2 + \beta D + \gamma^2 v_s I(v_s) \beta^2},$$

(293)

which simplifies after substituting $\gamma$ and some algebra

$$dR(v_s) = \frac{v_s \rho(v_s) dv_s}{1 + D_\beta + v_s (I(v_s) + P_s D_\beta)}.$$  

(294)
where the \( D_\beta = \frac{D/P_r}{1-D/P_r} \). Thus, the average rate attainable, when \( u_q \) is successfully decoded, is

\[
R_{\text{ave}} = \int_{0}^{\nu_s} d\nu_s f(\nu_s) \int_{0}^{\nu_s} dR(u) \\
= \int_{0}^{\infty} (1 - F(\nu_s)) \frac{\nu_s \rho(\nu_s) d\nu_s}{1 + D_\beta + \nu_s (I(\nu_s) + P_s D_\beta)} \\
= \int_{0}^{\infty} (1 - F(\nu_s)) \frac{\nu_s \rho_N(\nu_s) d\nu_s}{1 + \nu_s I_N(\nu_s)},
\]

(295)

(296)

(297)

where the first equality is obtained by solving the integral in parts. The following relationships follow from the definitions of the normalized power distribution and residual interference:

\[
\rho_N(\nu_s) \triangleq \frac{\rho(\nu_s)}{1 + D_\beta},
\]

(298)

\[
I_N(\nu_s) \triangleq \frac{I(\nu_s) + D_\beta P_s}{1 + D_\beta},
\]

(299)

that satisfy \( \rho_N(\nu_s) = -I'_N(\nu_s) \). For a given average distortion \( D \), \( D_\beta \) is also explicitly determined, and the maximal average rate \( R_{\text{ave}} \) is achieved for

\[
\rho_N(\nu_s) = \frac{2}{\nu_s^3} - \frac{1}{\nu_s^2},
\]

(300)

\[
I_N(\nu_s) = \frac{1}{\nu_s^2} - \frac{1}{\nu_s},
\]

(301)

on the range of \( \nu_s \in [\nu_0, \nu_1] \), where the boundary conditions are \( I_N(\nu_0) = P_s \) and \( I_N(\nu_1) = 0 \). Thus, the range of the optimal solution is

\[
\nu_0 = \frac{2}{1 + \sqrt{1 + 4P_s}},
\]

(302)

\[
\nu_1 = \frac{2}{1 + \sqrt{1 + 4P_s D_\beta}}.
\]

(303)

This rate is attainable only when the compressed signal may be decoded at the destination. Otherwise, an outage event occurs, and nothing can be restored from the original signal. Evidently, the event of outage depends only on the relay-destination link. Hence, the average achievable rate for the broadcast-amplify-quantize (BAQ) approach is formalized in the next proposition.

**Proposition 6.** In the system model described by (232) and (233), with \( \nu_s \) known to relay and destination, and \( \nu_r \) known to destination only, the maximal average attainable rate in a BAQ scheme is specified by

\[
R_{\text{BAQ,ave}} = \max_D \mathbf{P}_{\text{out}} \cdot \int_{0}^{\infty} (1 - F(\nu_s)) \frac{\nu_s \rho_N(\nu_s) d\nu_s}{1 + \nu_s I_N(\nu_s)},
\]

(304)

where the complementary outage probability is

\[
\mathbf{P}_{\text{out}} = \mathbb{P}\left( \log \frac{P_r}{D} \leq \log(1 + \nu_r P_r) \right).
\]

(305)
The complementary outage probability for a Rayleigh fading channel reduces (305) into $P_{\text{out}} = e^{-\frac{1}{\lambda}}$. Computing $R_{\text{BAQ,ave}}$ can be directly pursued, while optimizing the selection of the average distortion $D$, and directly computing the average rate for every $D$.

Figure 26 demonstrates the maximal attainable expected rates for the various relaying protocols. The numerical results correspond to Rayleigh fading channels on both source-relay and relay-destination links. A comparison of all relaying protocols (DF, AF, QF, AQF) is provided for equal SNR on both links, i.e., $P_r = P_s$. As may be noticed, the broadcasting for AF relay has the highest throughput gains for high SNRs. The AQF scheme with two levels of refinement at the relay, shows only a small gain in the overall expected throughput. This questions the possible benefits of higher levels of successive refinement at the relay, when the source performs only single-level coding.

Figure 26. Achievable average rates, for $P_r = P_s$, and for various relaying protocols and broadcasting strategies.

5.3. Cooperation Techniques of Two Co-Located Users

The work in [178] considers the problem of communication between a single remote transmitter and a destination while being helped by co-located users, over an independent block Rayleigh-fading channel, as depicted in Figure 27. The users’ co-location nature allows cooperation, enabling a higher communication rate from the transmitter to the destination. The transmitter has no CSI, while receivers have access to perfect CSI. Under this channel model, cooperation between co-located users for a transmitter using a broadcast approach achieves higher expected rates. This is directly explained by the fundamentals of the broadcast approach, where the better the channel quality, the more layers that can be successfully decoded. The cooperation between the users is performed over AWGN channels, under a relay power constraint with unlimited bandwidth. Three cooperation techniques are considered: AF, CF, and DF. For the case of a relaxed decoding delay constraint, these techniques are extended by the broadcast approach. The high efficiency is obtained from multi-session cooperation as each session allows decoding more layers. Interestingly, closed-form expressions for infinitely many AF sessions and recursive expressions for the more complex CF can be derived.
The first cooperation strategy is based on the AF relaying by a network user to the destination user over the cooperation with the following variations.

1. **Naive AF**—A helping node scales its input and relays it to the destined user, who jointly decodes the relay signal and the direct link signal.

2. **Separate preprocessing AF**—A more efficient form of single-session AF is a separate preprocessing approach in which the co-located users exchange the values of the estimated fading gains, and each individually decodes the layers up to the smallest fading gain. The helping user removes the decoded common information from its received signal and performs AF on the residual signal to the destined user.

3. **Multi-session AF**—Repeatedly separate preprocessing is followed by a transmitting cooperation information at both helper and destination nodes (on orthogonal channels). The preprocessing stage includes individual decoding of the received information from the direct link and previous cooperation sessions. Along the cooperation sessions, transmission of the next block already takes place. It means that multi-session cooperation introduces additional decoding delays **without any impact on the throughput**. For this purpose, multiple parallel cooperation channels are assumed.

For incorporating practical constraints on the multi-session approach, the total power of multi-session cooperation is restricted to $P_r$. This is identical to the power constraint in single-session cooperation.

In the limit of infinitely many sessions, the multi-session cooperation channel capacity is $C_{coop} = P_r$. The other cooperation schemes (naive AF, and separate preprocessing AF) cannot efficiently use unlimited bandwidth. Single-session wide-band AF means duplicating the AF signal while proportionally reducing its power. This has no gain over narrow-band cooperation. Therefore a narrow-band cooperation channel is used for these two schemes, with $C_{coop} = \log(1 + P_r)$. Another set of cooperative strategies based on the WZ [190] CF relaying are:

1. **Naive CF**—A helping node performs WZ-CF over the cooperation link. The destination informs the relay of its fading gain realization prior to the WZ compression. The destination performs optimal joint decoding of the WZ compressed signal forwarded over the cooperation link, and its own copy of the signal from the direct link.

2. **Separate preprocessing CF**—Each user decodes independently up to the highest common decodable layer. Then WZ–CF cooperation takes place on the residual signal by WZ coding.

3. **Multi-session CF**—Multi-session cooperation, as described for AF, is carried out in conjunction with successive refinement WZ [193] CF relaying.

To analyze these models, consider the following SIMO channel

$$y_i = h_i x_s + n_i, \quad i \in \{1, 2\},$$

where $y_i$ is a received vector by user $i$, with length $L$, which is the transmission block length. The length $L$ is assumed to be sufficiently large that transmission rates close to the mutual information are reliably decoded. $x_s$ is the original source transmitted vector, and $n_i$ is the additive noise vector, with complex Gaussian i.i.d. zero-mean and unit variance.
The fading $h_i$ is distributed according to the Rayleigh distribution $h_i \sim \mathcal{CN}(0, 1)$, and it remains constant for the duration of every transmission block (adhering to a block fading channel). It means that the two users have equal average SNR, which is realistic due to their co-location. Nevertheless, the results may be extended to the case of unequal average SNRs in a straightforward way. Receivers being co-located may also suggest channel realization correlation ($h_1$ and $h_2$). In the case of such correlation, the cooperation gains are expected to be smaller since even the joint decoding channel capacity decreases. We assume, for simplicity of analysis, fully independent fading channel realizations. The cooperation link between the users are modeled by AWGN channels as follows:

$$y_{2,1}^{(k)} = x_1^{(k)} + w_1^{(k)},$$  \hspace{1cm} (307)

$$y_{1,2}^{(k)} = x_2^{(k)} + w_2^{(k)},$$  \hspace{1cm} (308)

where $y_{2,1}^{(k)}$ is the length $L$ helper’s received cooperation vector from the destination ($i = 1$), on the $k$th cooperation link, and vise-versa for $y_{1,2}^{(k)}$. $x_i^{(k)}$ is the cooperation signal from user $i$, on the $k$th cooperation link, and $w_i$ is the noise vector with i.i.d. elements distributed according to $\mathcal{CN}(0, 1)$. On a single-session cooperation $k = 1$, and the power of $x_i^{(1)}$ is limited by $E[|x_i^{(1)}|^2] \leq P_r$ (for $i = 1, 2$). On a $K$-session cooperation there are $K$ orthogonal cooperation channels available for each user with a total power constraint $P_r$.

The power constraint here is specified by

$$E \left[ \left( \sum_{k=1}^{K} |x_i^{(k)}|^2 \right) \right] \leq P_r.$$  \hspace{1cm} (309)

Hence, $K$ is also the bandwidth expansion that results from the multi-session cooperation. It is assumed that the next block’s receive can be performed while transmitting a cooperation message of previous blocks, that is, a full-duplex receiver. Cooperation is without interference, as orthogonal channels are assumed for this purpose. Naturally, the link capacity of a single-session narrow-band cooperation over the AWGN channel defined in (307) is given by $C_{\text{coop,NB}} = \log(1 + P_r)$.

In the limit of $K \to \infty$ with a power constraint for multi-session cooperation, the cooperation link capacity is given by

$$C_{\text{coop,WB}} = \int_0^\infty dR(s) = \int_0^\infty \log(1 + \rho(s)) ds = \int_0^\infty \rho(s) ds = P_r,$$  \hspace{1cm} (310)

where the fractional rate of a session $s$ is $dR(s)$ and $dR(s) = \log(1 + \rho(s)) ds$. The fractional power at the $s$th session is $\rho(s)$. The multi-session power constraint implies

$$\int_0^\infty \rho(s) ds = P_r,$$

which justifies the last equality in (310).

5.3.1. Lower and Upper Bounds

To evaluate the benefit of cooperation among receivers in a fading channel following the model described in (306) and (307), we provide upper and lower bounds on relevant figures of merit. There are three types of bounds relevant to our channel model. The first is the outage capacity, which is the ultimate average rate achievable using a single-level code (without multi-layer coding). The second one is the achievable broadcasting rate, which refers to a scheme using a continuous broadcast approach. The last one is the ergodic
capacity, which gives the ultimate upper bound on average rates by averaging maximal rates obtained with full transmitter CSI.

The lower bounds are obtained by considering no-cooperation. That is a single transmitter-receiver pair with no cooperating user. Therefore, all lower bounds are simple SISO fading channel capacities. Upper bounds refer to the case where a co-located helping node is available, and the two users can perform optimal joint decoding of their received signals. In all cases, the bounds relate to a Gaussian block fading channel, adhering to (306) and (307).

**Outage lower bound.** The single-layer coding expected rate is

\[ R_{\text{outage,LB}} = \max_{u_{th} > 0} \{ (1 - F(u_{th})) \log(1 + u_{th} P_s) \} , \]  

where the optimal threshold \( u_{th} \) that maximizes (311) is given by \( u_{th,\text{opt}} = P_s - W(P_s) \).

The function \( W(x) \) is the Lambert-W function.

**Broadcasting lower bound.** This bound is based on an SISO block fading channel, with receive CSI. The maximal expected broadcasting rate \[23\], for a Rayleigh fading channel is

\[ R_{\text{bs,LB}} = e^{-1} - e^{-s_0} + 2E_1(s_0) - 2E_1(1) , \]  

where \( s_0 = 2/(1 + \sqrt{1 + 4P_s}) \), and \( E_1(x) \) is the exponential integral function.

**Ergodic lower bound.** Ergodic capacity of a general SIMO channel with \( m \) receiver antennas is [66]

\[ C_{\text{erg}}(m) = \int_0^\infty u^{m-1} e^{-u} \log(1 + P_s u) \, du, \quad m \in \mathbb{N}, \]  

which simplifies for an SISO channel into

\[ C_{\text{erg,LB}} = C_{\text{erg}}(1) = e^{1/P_s} E_1(1/P_s) . \]  

**Outage upper bound.** Fully cooperating user bound is derived similarly to (311), with \( F_{UB}(u) \) as the fading gain distribution function.

**Broadcasting upper bound.** The broadcasting upper bound is a two receive antenna block fading channel. The expected broadcasting rate for a Rayleigh fading channel \[23\] is

\[ R_{\text{bs,UB}} = s_1 e^{-s_1} - e^{-s_1} - 3E_1(s_1) - (s_0 e^{-s_0} - e^{-s_0} - 3E_1(s_0)) , \]  

where \( s_0 \) and \( s_1 \) are determined by the boundary conditions \( I_{UB}(s_0) = P_s \) and \( I_{UB}(s_1) = 0 \), respectively. The residual interference \( I_{UB}(x) \) is given by \( I_{UB}(x) = (1 + x - x^2)/x^3 \).

**Ergodic upper bound.** Ergodic bound for two receive antennas SIMO fading channel is \( C_{\text{erg}}(2) \) in (313),

\[ C_{\text{erg,UB}} = C_{\text{erg}}(2) = 1 + e^{1/P_s} E_1(1/P_s) - 1/P_s e^{1/P_s} E_1(1/P_s) . \]  

Figure 28 exemplifies the upper and lower bounds for two cooperating users.
**Single-session cut-set upper bound.** Another upper bound considered is the classical cut-set bound of the relay channel [40]. This bound may be useful for single-session cooperation, where the capacity of the cooperation link is rather small. Using the relay channel definitions in (306) and (307), and assuming a single cooperation session \( K = 1 \), the cut-set bound for a Rayleigh fading channel is given by

\[
C_{\text{cut-set}} = \sup_{p(x_s),p(x_2)} \min \left\{ I(x_s; y_1 | h_1) + I(x_2; y_{1,2}) , I(x_s; y_1, y_2 | h_1, h_2) \right\}
\]

where the ergodic capacity \( C_{\text{erg}}(m) \) is given by (313), and the terms \( C_{\text{erg}}(1) \) and \( C_{\text{erg}}(2) \) are specified in (314) and (316), respectively. The cut-set bound is tight only when \( C_{\text{erg}}(1) + C_{\text{coop}} \leq C_{\text{erg}}(2) \), since otherwise the cut-set bound coincides with the ergodic upper bound \( C_{\text{erg,UB}} \) in (316).

![Figure 28. Ranges of the average rates for both outage and broadcast approaches, over the cooperation channel, which were calculated using these approaches for either single antenna user (LB) or two antennas user (UB). The corresponding rate-range for an ergodic channel from (314) and (316) is also given for comparison.](image)

5.3.2. Naive AF Cooperation

In this AF strategy, the helping node scales its input signal to the relaying power \( P_r \) and relays the signal to the destination user. The destination received signal at the destination, after AF relaying is

\[
y_b = \left[ \begin{array}{c} y_{1,2}^{(1)} \\ y_1 \\ y_2 \end{array} \right] = \left[ \begin{array}{c} ah_2 x_s + an_2 + w_2 \\ h_1 x_s + n_1 \\ h_2 x_s + n_2 \end{array} \right] = \left[ \begin{array}{c} (\sqrt{\beta} x_s + \tilde{w}_2) \cdot \sqrt{1 + \alpha^2} \\ h_1 x_s + n_1 \end{array} \right],
\]

(319)
where $y_b$ is the signal to be decoded at the destination, and $\alpha$ scales the relay output to $P_r$. Hence, $\alpha = \sqrt{\frac{P_r}{1 + P_r s_2^2}}$, and $s_1 = |h_1|^2$. The normalized noise vector $\tilde{w}_2$ has i.i.d. elements distributed $CN(0, 1)$. Hence, the normalized signal gain after the scaling of user $i = 2$ is

$$\beta = \frac{P_r s_2}{1 + P_r s_2^2 + P_r}.$$  \hspace{1cm} (320)

The achievable rate as a function of the channel fading gains is given by the following mutual information

$$I(x_s; y_b | h_1, h_2) = \log(1 + P_s s_b) = \log \left( 1 + P_s \left( s_1 + \frac{P_r s_2}{1 + P_r s_2 + P_r} \right) \right),$$  \hspace{1cm} (321)

where $s_b = s_1 + \beta$, and therefore, the equivalent fading $s_b$ is the broadcasting variable. The CDF of $s_b$ [23] is

$$F_{s_b}(x) = P(s_b \leq x) = \int_0^\infty du f_{s_1}(u) \int_0^{\max(0, x - \frac{P_r u}{P_r + s_2})} dv f_{s_2}(v),$$  \hspace{1cm} (322)

where $f_{s_i}(u)$ is the PDF of $s_i$. The CDF of $s_b$ for a Rayleigh fading channel, is

$$F_{s_b}(x) = \begin{cases} 
0 & x \leq 0 \\
1 - e^{-\frac{(1 + P_r)x}{s_2}} - \int_0^x \frac{P_r u}{P_r + s_2 + P_r} du \cdot e^{-u-x} + \frac{P_r u}{P_r + s_2 + P_r} & 0 \leq x < \frac{P_r}{s_2} \\
1 - \int_0^\infty du \cdot e^{-u-x} + \frac{P_r u}{P_r + s_2 + P_r} & x \geq \frac{P_r}{s_2} 
\end{cases}.$$  \hspace{1cm} (323)

The corresponding PDF $f_{s_b}(x)$ is given by

$$f_{s_b}(x) = \begin{cases} 
0x \leq 0 \\
\frac{(1 + P_r)x}{s_2} & \frac{(1 + P_r)x}{s_2} \leq 0 \\
\int_0^\infty du \cdot e^{-u-x} + \frac{P_r u}{P_r + s_2 + P_r} & 0 \leq x < \frac{P_r}{s_2} \\
\int_0^\infty du \cdot e^{-u-x} + \frac{P_r u}{P_r + s_2 + P_r} & x \geq \frac{P_r}{s_2} 
\end{cases}.$$  \hspace{1cm} (324)

This provides the single-layer and broadcasting expected rates for the naive AF. The transmitter performs broadcasting optimized on fading gain random variable $s_b$ from (322). The maximal expected rate is expressed as follows

$$R_{bs,ave} = \max_{I(u)} \int_0^\infty du \left( 1 - F_{s_b}(u) \right) \frac{\rho(u)u}{1 + I(u)u},$$  \hspace{1cm} (325)

where $F_u(u)$ is the fading gain CDF.
Proposition 7. The optimal power distribution, which maximizes the broadcasting achievable expected rate for naive AF cooperation is given by

\[
I_{NAF}(u) = \begin{cases} 
  P_s & u < u_0 \\
  \frac{1 - F_s(u) - u f_s(u)}{u^2 f_s(u)} & u_0 \leq u \leq u_1 \\
  0 & u > u_1
\end{cases},
\]  

(326)

where \(u_0\) and \(u_1\) are obtained from the boundary conditions \(I_{opt}(u_0) = P_s\) and \(I_{opt}(u_1) = 0\), respectively. The equivalent fading gain distribution \(F_{sb}(x)\) and \(f_{sb}(x)\) are specified in (323) and (324), respectively.

The broadcasting gain is compared to the single-layer coding under the same fading gain distribution. Using the equivalent SISO channel model, which is governed by \(s_{b}\) with CDF \(F_{sb}(x)\) in (323), the optimal power allocation for naive-AF can be specified following (326). Note that \(I_{NAF}(u)\) is non-increasing, starting from \(P_s\) at \(u = 0\). The average rate is explicitly given by

\[
R_{NAF} = \int_0^{\infty} dx \left[ \frac{2(1 - F_{sb}(x))}{x} + \frac{(1 - F_{sb}(x)) f'_{sb}(x)}{f_{sb}(x)} \right].
\]  

(327)

The first derivative of the PDF of \(s_{b}\) is denoted by \(f'_{sb}(x)\).

5.3.3. AF with Separate Preprocessing

In this section, every node tries to decode independently as many layers as possible. Then both users exchange the index of the highest layer successfully decoded. Every node re-encodes the decoded data of each layer up to the lowest common index and removes it from the original received signal. The helping node scales the result to power \(P_r\) and relays it over the cooperation link to the destination. This improves on the naive AF, as the cooperation is more efficient, though it requires the helping node to be aware of the source codebook and be able to decode its transmission. Like the naive AF, this is a single-session \(K = 1\) cooperation. The received signal at the helping node can be expressed as

\[
y_2 = h_2(x_{s_2D} + x_{s_1I}) + n_2,
\]  

(328)

where \(x_{s_2D}\) is the part of the source data successfully independently decoded by helping node \(i = 2\). The coded layers not decoded independently \(x_{s_1I}\) are actually the residual interference signal.

When \(s_1 \geq s_2\), the decoded data in \(x_{s_2D}\) include layers up to \(s_2\). This reflects in the residual interference power \(I(s)\), where \(s\) is the fading gain equivalent. The residual signals at both sides (before a cooperation session) are

\[
y_{1,I} = h_1 x_{s_1I(s_2)} + n_1,
\]  

(329)

\[
y_{2,I} = h_2 x_{s_2I(s_2)} + n_2.
\]  

(330)

It may be shown, similarly to AF derivation, that the equivalent fading gain, after AF relaying \(y_{2,I}\), is (331). Generally speaking, the helping node removes only common information from its input signal and relays the scaled residual signal to the destination. The destination user receives a relayed residual signal, containing only its undecoded layers when \(s_2 \geq s_1\). Otherwise, the helping node transmits its scaled residual interference, including some layers that could be independently decoded by the destination. The equivalent fading gain observed by the destination and its distribution are stated in the following proposition.
The fractional rate per sub-band is then $d_{\text{parallel channel}}$. The power allocation is per channel, this wide-band cooperation link’s capacity is the capacity of the corresponding power allocation per transmitted codeword for all sessions corresponding to its decoding is the fading gain determined by

$$s_a = s_1 + \frac{P_b s_2}{1 + s_2 \cdot \max(I(s_1), I(s_2)) + P_r} ,$$

Proposition 8. In an AF with separate preprocessing cooperation strategy, with a single cooperation session $K = 1$ with a limited power $P_r$, the highest decodable layer is associated with an equivalent fading gain determined by

$$s_a = s_1 + \frac{P_b s_2}{1 + s_2 \cdot \max(I(s_1), I(s_2)) + P_r} ,$$

with the following CDF for a Rayleigh fading channel

$$F_{s_a}(x) = \int_0^x [\exp(-2u) - \exp(-u - \phi_2(u)) - \exp(-u - \phi_3(u))] du ,$$

where

$$\phi_1(u) = u + \frac{u P_r}{1 + u I(u) + P_r} ,$$
$$\phi_2(u) = \max\left(u, x - \frac{u P_r}{1 + u I(u) + P_r}\right) ,$$
$$\phi_3(u) = \max(u, \phi_4(x - u)) ,$$
$$\phi_4(x - u) = \begin{cases} 
\frac{(1 + P_r)(x - u)}{P_r - I(u)(x - u)} & P_r - I(u)(x - u) > 0 \\
\infty & P_r - I(u)(x - u) \leq 0 
\end{cases} .$$

Additional details are available in [178].

5.3.4. Multi-Session AF with Separate Preprocessing

Next, we discuss $K$ multi-session AF with separate preprocessing per session. The total power allocation per transmitted codeword for all sessions corresponding to its decoding is $P_r$, in the limit of $K = \infty$. In this approach, common layers are subtracted before every AF session by both users. After every AF relaying, each node attempts to decode more layers using all received AF signals so far and its own received signal. It should be emphasized that the multi-session is performed over parallel orthogonal channels in such a way that the source transmission is block-wise continuous. For example, during the $k$th cooperation session of the 1st transmitted block (from the source), the first cooperation session for the $k$th transmitted block takes place. As the overall multi-session power is limited to $P_r$, at every block epoch, the total power of $P_r$ is used.

As parallel channels are used for cooperation, with infinitesimal power $\rho(s)$ allocated per channel, this wide-band cooperation link’s capacity is the capacity of the corresponding parallel channel. The power allocation is $\int_0^\infty \rho(s) ds = P_r$ under the constraint of $P_r$. The fractional rate per sub-band is then $dR(s) = \log(1 + \rho(s) ds) = \rho(s) ds$, [58]. Therefore, the average capacity of this wide-band cooperation link, regardless of the actual power allocation density, is $C_{\text{coop}} = P_r$ (310). Notice that we use AF, which cannot effectively use such capacity increase in single-session cooperation ($P_r > \log(1 + P_r)$). This capacity is available in two directions: relay-destination and destination-relay. It is required that information is exchanged in both directions. Otherwise, multi-session cooperation becomes inefficient, and unidirectional transmission, of only the relay to the destination, will not gain from multi-session relaying. In the case of unlimited sessions, the scalar equivalent fading gain can be derived for a given broadcasting power allocation $I(s)$.

Proposition 9. In a multi-session AF ($K \to \infty$, cooperation power constraint $P_r$) with separate preprocessing cooperation strategy, the highest decodable layer is associated with an equivalent fading gain determined by

$$s_{\text{ms}} = \begin{cases} 
s_a^s & s_1 \geq s_2 \\
s_b^s & s_1 < s_2 
\end{cases} ,$$
where $s_b^*$ is the solution of
\[
\int_{s_2}^{s_b^*} \frac{s_1}{(s_1 + s_2 - \sigma)^2} [1 + s_1 I(\sigma)] d\sigma = P_r ,
\]
and by using $s_b^*$,
\[
s_a^* = s_1 + s_2 \cdot \frac{Z(s_b^*)}{1 + Z(s_b^*)} ,
\]
where
\[
Z(s) = \int_{s_2}^{s} \frac{1 + s_1 I(\sigma)}{(1 + s_2 I(\sigma))(s_1 + s_2 - \sigma)} d\sigma .
\]

Similarly, achievable rates are obtained for naive CF and CF with separate preprocessing [178].

5.3.5. Multi-Session Wyner–Ziv CF

In this cooperation scheme, both nodes can quantize and compress their received signals and exchange the result via a cooperation session. The compression is performed by the WZ [190] algorithm using side information at the decoder. For this to be performed, several definitions are required. Notice that each WZ compression step can use all information collected in the previous sessions in the form of side information. Define
\[
\hat{y}_i^{(k)} = y_i + n_{c,1}^{(k)} ,
\]
where $n_{c,1}^{(k)}$ is independent of $y_1$, as the compressed signal that is transmitted from $i = 1$ to the co-located user $i = 2$. We refer the reader to [193], for successive Wyner–Ziv overview. Here, we deal with the case where the message that is transmitted in each session has better side information than the previous session since more layers are decoded. Furthermore, the second session can use the information sent by all the previous sessions in order to improve performance. Since the power that is used by each session is a control parameter, rather than a fixed parameter, the use of an auxiliary variable that is transmitted during a session, but decoded only at the next session is superfluous (due to the better side information, declared as $V$ in [193]). Next, using [193], the following Markov chain is defined, where unlike [193], we are interested in independent averaged distortion, rather than plain averaged distortion. The main feature here is that the compression noise $n_{c,i}^{(k)}$ should decrease from iteration to iteration, ending up with a sequence of degraded channels $\hat{y}_i^{(k)}$, following the Markov chain:
\[
y_2 - x_s - y_1 - \hat{y}_1^{(k)} - \hat{y}_1^{(k-1)} - \ldots - \hat{y}_1^{(1)} ,
\]
\[
y_1 - x_s - y_2 - \hat{y}_2^{(k)} - \hat{y}_2^{(k-1)} - \ldots - \hat{y}_2^{(1)} .
\]

The equivalent fading gains after every iteration of the multi-session cooperation are stated in the following proposition.

**Proposition 10.** The achievable rate in the multi-session with separate preprocessing and successive refinement WZ is given in a recursive form for the $k$th session,
\[
R_{WZ}^{(k)} = E_{s_{\text{ms}}} \left[ \log (1 + s_{\text{ms}}^{(k)} P_s) \right] ,
\]
where
\[
s_{\text{ms}}^{(k)} = \left\{ \begin{array}{ll} s_u^{(k)} & s_1 \geq s_2 \\ s_b^{(k)} & s_1 < s_2 \end{array} \right. ,
\]
and

\[ s_a^{(k)} = s_1 + \frac{s_2}{1 + (\sigma_{2}^{(k)})^2}, \]  
\[ s_b^{(k)} = s_2 + \frac{s_1}{1 + (\sigma_{1}^{(k)})^2}, \]

(345)

(346)

and

\[ \left( c_j^{(k)} \right)^2 = \left( c_j^{(k-1)} \right)^2 \frac{1 + s_jI(s_{3-j}^{(k-1)})}{1 + \delta_j^{(k)} \left( 1 + \left( c_j^{(k-1)} \right)^2 \right)} + s_jI(s_{3-j}^{(k-1)})(1 + \delta_j^{(k)}) \],

(347)

where \( c_j^{(k)} \) is specified in (347) for \( j = 1, 2 \), and \( \delta_j^{(k)} \) is the fractional power assigned to user \( j \) for the \( k \)th cooperation session.

Figure 29 compares the variation of the average rates versus the cooperation link quality \( (P_r/P_s) \) achieved by the naive AF, separate preprocessing AF, multi-session AF, and narrow-band naive CF. It is observed that the gains of separate preprocessing AF over the naive approach increase with decreasing \( P_r/P_s \). For \( P_s = 20 \text{ dB} \), both approaches achieve gains over the outage upper bound for \( P_r/P_s \geq 0 \text{ dB} \). For moderate to high \( P_s \) and \( P_r \), the multi-session AF approximates the broadcasting upper bound. Again, the naive CF outperforms all other approaches and approximates the broadcasting upper bound even on a wider range of \( P_r \) values.

Figure 29. Broadcast approach: average rates of Naive amplify-and-forward (AF), AF with separate preprocessing, multi sessions AF, and narrow-band (NB) naive compress-and-forward (CF) compared to upper and lower bounds, as function of the channels quality ratio \( P_r/P_s \). (\( P_s = 20 \text{ dB} \)).

5.4. Transmit Cooperation Techniques

Relaying strategies of a relay close to the source transmitter are considered in [179]. The source-relay channel is assumed to be a fixed gain AWGN due to their colocation, while the source-destination and the relay-destination channels are subject to a block flat Rayleigh fading. A perfect CSI is assumed only at the respective receivers. With the expected throughput as a performance measure, [179] incorporates a two-layer broadcast
approach into a cooperative strategy based on the DF scheme, referred to as SDF. The SDF strategy’s achievable rate expressions are derived under the broadcast approach for multiple settings, including single-user MISO and the general relay setting using successive decoding technique, both numerically and analytically.

The system consists of a source terminal $s$ communicating with a destination receiver, denoted by $d$. The multi-terminal network may consist of a helping terminal $r$. The helping terminal is occasionally present, and when available, it is near the source. However, the source is not aware of the relay’s existence or availability. This model is motivated by the nature of wireless sensor networks. In such networks, numerous sensors intended to gather some information from the environment are deployed over a limited area. The sensors usually transmit information to a control point, which may have high processing capabilities. The dense deployment, along with autonomous functionality required from each sensor, leads to the concepts of collocation and obliviousness of cooperation among sensors.

The information is transmitted over a shared wireless medium where transmission received by the destination is subject to block flat Rayleigh fading. The fading coefficients between the source and the destination denoted by $h_{sd}$, and between the relay and the destination denoted by $h_{rd}$, are modeled by two independent zero-mean unit variance complex Gaussian RVs and are assumed to remain constant over a transmission block of $N$ symbols, with $N$ large enough to allow Shannon theoretic arguments to hold. Since the source and the relay are physically collocated, the channel gain between the two is assumed to be $\sqrt{Q}e^{i\theta}$, where $Q$ is a fixed power gain (known to all), and $\theta$ is a random phase uniformly distributed RV over $[-\pi, \pi]$, which is assumed fixed during a transmission block of $N$ symbols and independent from one block to the next.

During the transmission period of one fading block, the relay (if one exists) can assist the source in relaying the message to the destination. Unaware of the relay’s presence, the source assumes that in the worst case, it is the only active transmitter, optimizing its transmission for the SISO channel. When the relay exists, the received signals at the relay and the destination at time $n, n = 1, \ldots, N$, are modeled by

$$y_r(n) = \sqrt{Q}x_s(n) + n_r(n),$$  
$$y_d(n) = h_{sd}x_s(n) + h_{rd}x_r(n) + n_d(n),$$

where $y_r(n)$ and $y_d(n)$ are the received signals at the relay and destination, respectively. The signals $x_s(n)$ and $x_r(n)$ designate the source and relay transmitted signals, respectively. The AWGN samples are denoted by $n_r(n), n_d(n)$ and they are distributed as $CN(0,1)$. Without a helping relay, the received signal at the destination is given by

$$y_d(n) = h_{sd}x_s(n) + n_d(n).$$

For brevity, the fading gains are denoted by $v_s = |h_{sd}|^2$ and $v_r = |h_{rd}|^2$ each of which is exponentially distributed with unit mean.

### 5.4.1. Single-Layer Sequential Decode-and-Forward (SDF)

In the SDF strategy [173,176], the source transmits a single layer coded signal at the rate $R$. The relay (if present) remains silent while trying to decode the single-layer message. Once it can decode the message (after accumulating enough mutual information), it starts transmitting the message, acting as a second transmit antenna. If it is unable to decode the message before the block ends, it remains silent throughout the block, and no further cooperation occurs. The term sequential decode-and-forward emphasizes that the relay first decodes the entire message and only then starts sending its codeword. The mutual information at the relay is $\log(1 + P_sQ)$, which means that a relay will decode a rate $R$ message for $R \leq \log(1 + P_sQ)$. Define $\epsilon$ as the fractional time within the transmission block which the relay uses to decode the message, i.e., $\epsilon \triangleq \min\left(1, \frac{R}{\log(1 + P_sQ)}\right), \bar{\epsilon} = 1 - \epsilon$.

The expected throughput for a Rayleigh fading channel is expressed by
We call this setting a SDF where any general selection of $I_s$ and $I_r$ is involved. Consider a relay power distribution of the form $I_r(s) = \frac{P_r}{P_s} L(s)$. The relay residual interference function by $I_r(s)$ maximizing the expected throughput in presence of a helping relay is the subject for optimization. The relay power constraint is $I_r(s_0) = P_r$. As the optimization problem does not lend itself to a closed-form solution for a general power distribution $L(s)$, a suboptimal $L_r(s)$ is proposed. Consider a relay power distribution of the form

$$L_r(s) = \frac{P_r}{P_s} L(s).$$  \hspace{1cm} (352)

The selection of such a power distribution (352) may be analytically analyzed using a single-variable function as a subject for optimization via the calculus of variations. Any general selection of $L_s(s)$ and $L_r(s)$ requires optimizing two functionals, and does not seem to have a closed-form analytical solution. This general problem remains a subject for further research. Under the power allocation in (352) the equivalent fading gain of the combined source and relay signals takes the form of $s_{eq} = s_{eq} + \frac{P_r}{P_s} \nu_r$. The CDF of $s_{eq}$ is thus

$$F_{eq}(s) = \begin{cases} F(s) = 1 - e^{-s} - s e^{-s} & a = 1 \\ F(s) = 1 + \frac{e^{-s}}{a-1} + \frac{a e^{-s}}{1-a} & \text{otherwise} \end{cases}$$ \hspace{1cm} (353)

where $a \triangleq \frac{P_r}{P_s}$. It is clear that the expected throughput may be directly computed, as $L_s(s)$ is the source optimal power allocation [23], and the relay uses the mentioned $L_r(s) = \frac{P_r}{P_s} L(s)$. We call this setting relay broadcasting. In order to evaluate the oblivious cooperation gain, the achievable expected throughput can be compared to the $2 \times 1$ MISO setting, where a single source with two antennas transmits using a continuous layering coded signal. This serves as a tight upper bound and is termed MISO broadcasting.

### 5.4.3. Two Layer SDF—Successive Decoding

Previous subsections presented achievable rates for the single-layer and for the continuous broadcasting approaches. This subsection focuses on a practical layering approach, involving only two coded layers. Two coded layers are incorporated within the SDF schemes, and achievable rates are studied. Lower and upper bounds are derived first, and then achievable rates are formulated. More details are available in [179]. The general problem can be formulated by considering a transmitter using a two-layer coding approach...
with a power per layer defined by \( a P_s \) and \( \tilde{a} P_s \), where \( \tilde{a} \triangleq 1 - a \). Accordingly, the rate per layer is defined by

\[
R_1 = \log \left( 1 + \frac{\eta_1 \tilde{a} P_s}{1 + \eta_1 \tilde{a} P_s} \right),
\]
\[
R_2 = \log(1 + \eta_2 P_s),
\]

where \( \eta_1 < \eta_2 \) can be interpreted as equivalent fading gains for reliable decoding of the \( i \)th layer. In oblivious relaying, the source power allocation per layer, defined by \( a \), is set such that the expected throughput is maximized without a relay. When a helping relay is available, the source keeps using the power allocation \( a \), while the relay allocates \( \beta P_r \) and \( \tilde{\beta} P_r \) for the first and second layer, respectively. Under SDF relaying, the relay has to decode the message before transmitting it. The relay fractional decoding time, \( \epsilon_r \), of the \( i \)th layer, is

\[
\epsilon_r^1 \triangleq \min \left( 1, \frac{R_1}{\log \left( 1 + \frac{\alpha \epsilon_r P_s}{1 + \alpha \epsilon_r P_s} \right)} \right),
\]
\[
\epsilon_r^2 \triangleq \min \left( 1, \max \left( \epsilon_r^1, \frac{R_2}{\log(1 + \eta_2 P_s)} \right) \right),
\]

where \( \epsilon_r \) specifies the fractional time for the relay to gain sufficient mutual information to decode the \( i \)th layer. Note that due to successive decoding, the second layer decoding cannot be shorter than its preceding layer. Using the fractional decoding times, it is required to derive the mutual information at the destination for each of the layers. When the relay requires more time to decode the second layer, it may begin allocating all its power \( P_r \) for the first layer. Only once the second layer decoding is complete does the relay begin transmitting using \( \beta P_r \) and \( \tilde{\beta} P_r \) allocated power per layer. The mutual information for decoding the first layer is given by

\[
I_{SDF,1}^{SDF} = \epsilon_r^1 \log \left(1 + \frac{\nu_s \alpha P_s}{1 + \nu_s \alpha P_s} \right) + \left( \epsilon_r^2 - \epsilon_r^1 \right) \log \left(1 + \frac{\nu_s \alpha P_s + \nu_r \beta P_r}{1 + \nu_s \alpha P_s} \right),
\]
\[
+ \left( 1 - \epsilon_r^2 \right) \log \left(1 + \frac{\nu_s \alpha P_s + \nu_r \beta P_r}{1 + \nu_s \alpha P_s + \nu_r \tilde{\beta} P_r} \right),
\]

where \( \nu_s \) and \( \nu_r \) are the fading gain realizations of the source-destination and the relay-destination links, respectively. The coefficients \( \epsilon_r^1, \epsilon_r^2 \) are the relative time for the relay to gain sufficient mutual information to decode the first layer and second layer, respectively. The mutual information associated with the second layer is

\[
I_{SDF,2}^{SDF} = \epsilon_r^2 \log(1 + \nu_s \alpha P_s) + \left( 1 - \epsilon_r^2 \right) \log(1 + \nu_s \alpha P_s + \nu_r \tilde{\beta} P_r).
\]

The expected throughput achievable at the destination, with a helping relay, can be computed by using (354) and (360), to obtain

\[
R_{BSDF}^{ave} = R_1 \cdot \mathbb{P} \left( I_{SDF,1}^{SDF} > R_1 \right) \cap \left( I_{SDF,2}^{SDF} < R_2 \right) + \left( R_1 + R_2 \right) \cdot \mathbb{P} \left( I_{SDF,1}^{SDF} > R_1 \right) \cap \left( I_{SDF,2}^{SDF} > R_2 \right),
\]

which can be maximized over \( a, \beta, \eta_1, \eta_2 \). We assume that \( \epsilon_r^1 = \epsilon_r^2 \), implying simplex relay. This means the relay transmits only after completing the decoding of both layers.

A lower bound for the achievable rate of oblivious relaying is considered here. In an oblivious setting, the maximal expected throughput without a helping relay is called a direct transmission rate. This rate serves as the lower bound to achievable rates for the relay channel.
Proposition 11. The oblivious relaying lower bound, i.e., single user direct transmission expected throughput is

\[
R_{\text{ave}}^{\text{BSU}} = R_1 \mathbb{P}(\eta_1 < \nu_s < \eta_2) + (R_1 + R_2) \mathbb{P}[(\nu_s > \eta_1) \cap (\nu_s > \eta_2)],
\]

(362)

where \(R_1, R_2\) are the two-layers’ rate allocation, and \(\eta_1, \eta_2\) are the fading gain threshold for decoding the first layer and second layer, respectively.

The expected rate \(R_{\text{ave}}^{\text{BSU}}\) can be optimized over \(a, \eta_1, \eta_2\) to maximize (362), and provide a tight lower bound. In an oblivious setting, it remains to optimize the relay layering power allocation, i.e., \(\beta\), to maximize \(R_{\text{ave}}^{\text{BSDF}}\) in (361).

The MISO achievable rates serve as upper bounds, reflecting full cooperation among transmitters. As the relay and source might have different power allocations, it is required to study the problem of MISO layering with individual power constraints per antenna. Consider first a sub-optimal approach where the same fractional power allocation per layer is used per antenna. In our setting this means \(a = \beta\) in (358) and (360), i.e., the first layer power allocation of the source and the relay is \(a P_s\) and \(a P_r\), respectively. The expected rate then, similarly to (361), becomes

\[
R_{\text{ave}}^{\text{BMISO}} = R_1 \mathbb{P} \left[ \left( \log \left( \frac{1 + Y}{1 + \alpha Y} \right) > R_1 \right) \cap \left( \log(1 + \alpha Y) < R_2 \right) \right]
+ (R_1 + R_2) \mathbb{P} \left[ \left( \log \left( \frac{1 + Y}{1 + \alpha Y} \right) > R_1 \right) \cap \left( \log(1 + \alpha Y) > R_2 \right) \right],
\]

(363)

where \(Y \triangleq P_s \nu_s + P_r \nu_r\). For a Rayleigh fading channel the CDF of \(Y\) is given by

\[
F_Y(u) = \begin{cases} 
\frac{1}{2} F_{P_s} \left( \frac{P_s e^{-\frac{u}{P_s}} - P_r e^{-\frac{u}{P_r}}}{1 + \frac{P_s}{P_r}} \right) & P_s \neq P_r, \\
\frac{1}{2} \left( 1 + \frac{P_s}{P_r} \right) e^{-\frac{u}{P_r}} & P_s = P_r.
\end{cases}
\]

Now, consider the more general setting for the MISO layering problem, where source and relay layering power distribution are not necessarily equal, i.e., \(a \neq \beta\). The following result derived via explicit evaluation of the decoding probabilities quantifies the average throughput achievable by letting the relay use an independent power allocation.

Proposition 12 ([179]). For a \(2 \times 1\) MISO, a channel model described by (348) and independent predetermined power allocation coefficients \(a, \beta\), the average throughput is given by

\[
R_{\text{ave}}^{\text{BMISO}} = \begin{cases} 
R_1 \left[ \frac{e^{-\eta_1} - 1}{k-1} + R_2 \left[ \frac{e^{-\eta_1}(\eta_2 - \eta_1)}{k-1} + \frac{e^{-\eta_2} - e^{-\eta_1}(\eta_2 - \eta_1)}{n-1} \right] \right] & 1 - e^{\tilde{\alpha} \tilde{\beta}} \leq 0, \\
R_1 \left[ \frac{e^{-\eta_1} - 1}{k-1} + R_2 \left[ \frac{e^{-\eta_1}(\eta_2 - \eta_1)}{k-1} + \frac{e^{-\eta_2} - e^{-\eta_1}(\eta_2 - \eta_1)}{n-1} \right] \right] & 1 - e^{\tilde{\alpha} \tilde{\beta}} > 0,
\end{cases}
\]

(365)

where \(n \triangleq \frac{a P_s}{k P_r}, k \triangleq \frac{\alpha P_r}{\beta + \eta_1 P_s (\beta - \alpha)} P_r\), and where

\[
\nu_s \triangleq \begin{cases} 
0 & \frac{\alpha \eta_2}{\beta} > \frac{\alpha \eta_1}{\beta + \eta_1 P_s (\beta - \alpha)}, \\
\frac{-\eta_1 \tilde{\beta} + \eta_2 (\beta + \eta_1 P_s (\beta - \alpha))}{\tilde{\alpha} (\beta + \eta_1 P_s (\beta - \alpha)) - \alpha \tilde{\beta}} & \text{otherwise},
\end{cases}
\]

(366)

\[
\nu_s \triangleq \begin{cases} 
0 & \frac{\alpha \eta_2}{\beta} > \frac{\alpha \eta_1}{\beta + \eta_1 P_s (\beta - \alpha)}, \\
\frac{-\eta_1 \tilde{\beta} + \eta_2 (\beta + \eta_1 P_s (\beta - \alpha))}{\tilde{\alpha} (\beta + \eta_1 P_s (\beta - \alpha)) - \alpha \tilde{\beta}} & \text{otherwise}.
\end{cases}
\]

(367)

It is evident from the above proposition that the relay’s power allocation has a crucial effect on the achievable rate, and a powerful relay does not guarantee a high achievable
rate unless equipped with appropriate power allocation. For an equal layering power allocation, i.e., $\alpha = \beta$, (365) reduces to (363) as $\nu_1 = 0$. A step in determining an optimal power allocation for the MISO is taken in the following proposition, which establishes the optimal power allocation for an asymptotic source power and a constant ratio of source to relay powers.

**Proposition 13** ([179]). For a $2 \times 1$ MISO setting satisfying $P_s \to \infty$, $P_r \to \infty$, and $\frac{P_s}{P_r} = c$ under the channel model described by (348), the equal power allocation is optimal.

5.5. Diamond Channel

Next, we review the two-hop transmission from a source to destination via two parallel full-duplex relay channel, which is investigated in [180]. Similarly to the general theme of this paper, the transmitter and the relays are oblivious to their forward links to their next hops, while being aware of their backward channel from the previous one.

As shown in Figure 30, the transmitter sends a signal $x$, and it is received by both relay nodes. The signal received by relay $i \in \{1, 2\}$ is given by

$$y_{r_i} = h_{r_i} x + n_i ,$$

where $h_{r_i}$ follows a Rayleigh fading process and $n_i$ accounts for the AWGN. The signal received by the receiver from the concurrent transmissions by the relays is

$$y = h_1 x_{r_1} + h_2 x_{r_2} + n ,$$

where $h_i$ follows a Rayleigh fading process and $n$ is the AWGN. The relays can be in the half- or full-duplex modes. Accordingly, the channel gains are defined as $s_i = |h_i|^2$ and $s_{r_i} = |h_{r_i}|^2$.

A relevant metric to assess the broadcast approach’s performance is the average rate that can be sustained reliably between the source and the destination, maximized over all possible allocations of power across different information layers at the transmitter and the relays. Each overall channel realization is the combination of the realizations of four distinct and independently varying channels. A relevant notion of degradedness in the channel can be specified based on the source-destination rate that the channel can support. Based on this, channel realizations are rank-ordered based on the aggregate rate they support. The transmitter designates one layer per realization, and the receiver at each channel realization decodes all the layers designated to that realization and those designated to the weaker ones. This strategy is next reviewed under different relaying strategies.

![Figure 30. The diamond channel.](image-url)

5.5.1. Decode-and-Forward

In this scheme, a transmitter generates $K$ information layers denoted by $\{x_1, \ldots, x_K\}$, which are adapted to $K$ discrete channel gains. The first baseline layer is designed to be decoded by the relays when the gain of the channels linking the source to the relays is at least $s_1$, i.e., relay $i$ decodes $x_1$ when $s_{r_i} \geq a_1$. Similarly, in general, layer $k$ is designed to be
decoded by the relays when $s_{ri} \geq a_k$. Hence, the fraction of the power allocation to layer $k \in \{1, \ldots, K\}$ is denoted by $\gamma_k$. The incremental rate allocated to layer $k$ is

$$R_k = \log \left( 1 + \frac{\gamma_k a_k}{1 + \sum_{j=k+1}^{K} \gamma_j a_k} \right).$$  \hspace{1cm} (370)

Each relay starts decoding the information layers from the baseline layer 1 up to the layer that its actual channel realization affords. This results in the two relay nodes decoding a different number of information layers. Denote the number of layers decoded by relay 1 and relay 2 by $M_1$ and $M_2$, respectively. Relay $i$ then superimposes all the $M_i$ information layers and allocates $a_{ij}$ fraction of its power to layer $j \in \{1, \ldots, M_i\}$, with the rest being allocated power 0, i.e., $a_{ij} = 0$ for $j \in \{M_i + 1, \ldots, K\}$. Hence, the message transmitted by relay $i$ is

$$x_{ri} = \sum_{j=1}^{K} \sqrt{a_{ij}} x_j.$$  \hspace{1cm} (371)

Since each relay is oblivious to the channel and power distribution of the other relay, due to the symmetry involved, it is assumed that power distributions are the same in both schemes. It is shown in ([180], Theorem 2) that if power distribution across the layers is identical in both relays, then the relay signals must be uncorrelated in order to achieve the maximum expected rate. Hence, each relay’s code construction is based on assuming a similar power distribution for the other relay. The two relays adopt a transmission scheme that mimics the space-time block codes, implemented in a distributed way. Specifically, consider the time-slotted transmission in which the signal transmitted by relay $i \in \{1, 2\}$ at time $t$ is denoted by $X_i(t)$. At time $t$, transmitter 1 transmits $\sum_{j=1}^{K} \sqrt{a_{ij}} x_j(t)$ and transmitter 2 transmits $\sum_{j=1}^{K} \sqrt{a_{2j}} x_j(t+1)$. Subsequently, at time $t+1$, transmitter 1 transmits $-\sum_{j=1}^{K} \sqrt{a_{1j}} x_j(t+1)$ and transmitter 2 transmits $\sum_{j=1}^{K} \sqrt{a_{2j}} x_j(t)$. Hence, the received signal at the destination is

$$\begin{bmatrix} y(t) \\ -y^*(t+1) \end{bmatrix} = \sum_{i=1}^{K} \begin{bmatrix} h_{11} \sqrt{a_{1i}} & h_{12} \sqrt{a_{2i}} \\ -h_{21} \sqrt{a_{1i}} & h_{22} \sqrt{a_{2i}} \end{bmatrix} \begin{bmatrix} x_i(t) \\ x_i(t+1) \end{bmatrix} + \begin{bmatrix} n(t) \\ -n^*(t+1) \end{bmatrix}. \hspace{1cm} (372)$$

By capitalizing on the structure, the destination decouples the received signal into two parallel streams of signals by post-multiplying the received vector on the left side of (372) by

$$\begin{bmatrix} h_{11} \sqrt{a_{1i}} \\ h_{22} \sqrt{a_{2i}} \end{bmatrix}.$$  \hspace{1cm} (373)

Based on this approach, the interference power imposed when decoding layer $i$ by the destination is

$$\theta_i = (s_{1a_{1i}} + s_{2a_{2i}}) \sum_{j=i+1}^{K} (s_1 a_{1j} + s_2 a_{2j}).$$  \hspace{1cm} (374)

Therefore, the probability of successfully decoding layer $k$ at the destination is

$$P_k = P \left( \frac{s_{1a_{1k}} + s_{2a_{2k}}}{1 + \sum_{j=k+1}^{K} (s_1 a_{1j} + s_2 a_{2j})} \geq \frac{\gamma_k a_k}{1 + \sum_{j=k+1}^{K} \gamma_j a_k} \right). \hspace{1cm} (375)$$
Hence, the expected achievable rate is

\[ R_{\text{ave}} = \sum_{k=1}^{K} P_k R_k = \sum_{k=1}^{K} P_k \log \left( 1 + \frac{\gamma_k d_k}{1 + \sum_{j=k+1}^{K} \gamma_j d_j} \right) \]  

(376)

An optimal allocation of power across different layers can be found by maximizing the average sum-rate. A toy example showing the details and some steps involved is available in [180].

5.5.2. Amplify-and-Forward

In this relaying mode, only the destination node decodes the information layers and the relay nodes only amplify what they receive. To coherently decode the signals, the destination deploys a distributed space-time code permutation along with the threshold-based ON/OFF power scheme, which is known to improve the performance of AF relaying. In this scheme, relay \( i \) will remain silent if the channel gain \( s_{r_i} \) is smaller than a pre-specified threshold \( a_{\text{th}} \). Otherwise, each relay completes its transmission in two consecutive time slots. In time slot \( t \), relay 1 transmits \( c_1 y_{r_1}(t) \) and relay 2 transmits \( c_2 y_{r_2}(t+1) \). In time slot \( t+1 \), relay 1 transmits \( -c_1 y_{r_1}(t+1) \) and relay 2 transmits \( c_2 y_{r_2}(t) \), where coefficients \( c_1 \) and \( c_2 \) are selected properly to satisfy the power constraints. At the destination, the received vector

\[
\begin{bmatrix}
y(t) \\
y(t+1)
\end{bmatrix}
\]  

(377)

is multiplied by

\[
\begin{bmatrix}
h_{r_1} h_1 c_1 & h_{r_2} h_2 c_2 \\
-h_{r_2}^* h_2^* c_2 & h_{r_1}^* h_1^* c_1
\end{bmatrix}^H,
\]

(378)

transforming the channel into two parallel channels, yielding the following mutual information between the transmitter and the receiver

\[ I(x; y) = \log \left( 1 + \frac{s_{r_1} s_1 c_1^2 + s_{r_2} s_2 c_2^2}{1 + s_1 c_1^2 + s_2 c_2^2} \cdot P \right). \]

(379)

Hence, the average rate of this channel can be found by averaging \( I(x; y) \) over the distributions of all the channel gains involved. Subsequently, the maximum average rate can be found by averaging the mutual information across different realizations of the channels.

5.6. Multi-Relay Networks

Motivated by addressing the distributed nature and delay sensitivity of modern communication systems, the study in [181] investigates a network consisting of a source-destination pair, the communication between which is assisted by \( M_T \) relays. The source is connected to the relays via a broadcast channel, and the relays have orthogonal channels to the destination. There is no direct link between the transmitter and the receiver. The signal received by relay \( i \in \{1, \ldots, M_T\} \) during time slot \( t \in \{1, \ldots, n\} \) is given by

\[ y_{r_i}(t) = x(t) + n_i(t), \]

(380)

where \( x(t) \) and \( n_i(t) \) represent the transmitted signal by the source and the AWGN. The channel between each relay and the destination has a finite capacity denoted by \( C \). Furthermore, the relays will have a non-ergodic failure profile, and it is assumed that at any given time, a random number of relays denoted by \( M \in \{M_0, \ldots, M_T\} \) are functioning, while communication by the rest is erased for the entire duration of a transmission. \( M_0 \) de-
notes the minimum number of relays that are functioning at any given time, and define $p = [p_{M_0}, \ldots, p_{M_T}]$ as the probability mass function of $M$.

The success/erasure model of the relay-destination links provides a context for defining degradedness among different realizations. Specifically, a realization that has $m$ functioning relay-destination links will be considered degraded with respect to the one with $n > m$ functioning links. Based on this, the transmitter splits its messages into $M_T - M_0 + 1$ independently generated information layers $\{W_{M_0}, \ldots, W_{M_T}\}$ with rates $\{R_{M_0}, \ldots, R_{M_T}\}$. When there are $M = m$ active relay-destination links, the destination decodes information layers $\{W_{M_0}, \ldots, W_{M_T}\}$, rendering a total rate of $R_m^T = \sum_{i=1}^{m} R_i$. Subsequently, the average rate in the channel is

$$R_{\text{ave}} = \sum_{m=M_0}^{M_T} p_m R_m^T.$$  \hfill (381)

Two distinct settings will be discussed next: the oblivious relays setting, in which the relays are oblivious to the codebooks used by the source, and the non-oblivious relays settings in which the relays are informed about the codebooks used by the source.

5.6.1. Oblivious Relays

In this setting, a relay performs a stochastic mapping from the message set to a codeword. This stochastic mapping depends on a random key $F \in \mathcal{F}$ that is revealed to the destination, but it is unknown to the relays. By appropriately choosing a probabilistic model for $F$, it is possible to model a scenario in which the signal transmitted by the source is i.i.d. over the codeword elements. At each relay, being oblivious to the codebook $F$, the relay maps its received sequence to an index in the set $\{1, \ldots, 2^nC\}$. Finally, the destination uses the relays’ indexes, the knowledge of the codebook $F$, and the actual number of active relay-destination links, decode the layers associated with the number of active relay-destination links. By restricting the input to be Gaussian, it is shown in [181] that the average capacity of the channel is upper bounded by

$$C_{\text{ave}} \leq \max_{m=M_0}^{M_T} \sum_{i=1}^{m} R_i,$$  \hfill (382)

where

$$R_m = \frac{1}{2} \log \left( 1 + \frac{m^2 \beta_m}{1 + m^2 \sigma_m^2 + m^2 \left( \sum_{k=m+1}^{M_T} \beta_k \right)} \right).$$  \hfill (383)

The maximization in (382) is taken with respect to parameters $\beta_m \geq 0$, which satisfy

$$\sum_{m=M_0}^{M_T} = 1,$$  \hfill (384)

and $\sigma_m^2$ is defined as

$$\sigma_m^2 = \left( \frac{1}{m^n} + P \right) \left( 2^{2mC} - 1 \right)^{-1}.$$  \hfill (385)

Motivated by the structure of this upper bound, [181] proposes a broadcast approach and single-description compression at the relays. In this approach, each relay sends over the relay-destination link a single index (description), which is a function of its received signal. The compression/decompression scheme is inspired by the technique used in [194] for robust distributed source coding in a CEO problem. The technique works by performing random binning at the agents, as is standard in distributed compression. Moreover, the test channel (i.e., equivalent compression noise) and binning rate are selected so that the receiver
can recover with high probability the compressed signals on the $M$ active links irrespective of the realized value of $M$ as long as it is $M \geq M_0$ (as guaranteed by assumption). In other words, the design of the compression scheme targets the worst-case scenario of $M = M_0$. Notice that, should more than $M_0$ links be active $M > M_0$, the corresponding compressed signals would also be recoverable at the receiver, since, by the design of the binning rate, any subset of $M_0$ descriptions can be decompressed \[194\]. After decompression is performed, the receiver uses all the $M$ signals obtained from the relays to decode the codewords up to the $M$th layer (that is, the layers with rates $R_m$ with $M_0 \leq m \leq M$). Under this transmission scheme, the achievable average rate is

$$R_m \leq \frac{1}{2} \log \left(1 + \frac{m \beta_m P}{1 + \sigma^2 + m P \sum_{k=m+1}^{M_T} \beta_k} \right),$$

where $\sigma^2$ satisfies

$$\frac{1}{2} \log \left(1 + \frac{M_0 P}{1 + \sigma^2} \right) \leq C.$$  \hspace{1cm} (387)

This broadcast approach can be further developed to couple the broadcast coding approach with multi-description, rather than single-description, compression at the relays. The idea follows the work in \[195\], which focused on the CEO problem. Accordingly, each relay shares the $nC$ bits it can convey to the destination between multiple descriptions of the received signal to the decoder. The basic idea is that different descriptions are designed to be recoverable only if certain connectivity conditions are met (that is, if the number of functioning links $M$ is sufficiently large). This adds flexibility and robustness to the compression strategy. To simplify the presentation, the analysis is focused on the two-agent case ($M_T = 2$). In this approach, the two relays send two descriptions: a basic one to be used at the destination in case the number of active links turns out to be $M = 1$ and a refined one that will be used only if $M = 2$. In this setting, the achievable average rate is

$$R_1 \leq \frac{1}{2} \log \left(1 + \frac{\beta P}{1 + (1-\beta)P + \sigma_1^2 + \sigma_2^2} \right),$$

$$R_2 \leq \frac{1}{2} \log \left(1 + \frac{2(1-\beta)P}{1 + \sigma_2^2} \right),$$

with any power allocation factor $\beta$ and $\sigma_1^2$ and $\sigma_2^2$ that satisfy

$$\frac{1}{2} \log \left(1 + \frac{P + 1}{\sigma_1^2 + \sigma_2^2} \right) + \frac{1}{4} \log \left(\frac{(\sigma_1^2 + \sigma_2^2)^2(2P + \sigma_1^2 + \sigma_2^2 + 1)(\sigma_1^2 + 1)}{(2P + \sigma_1^2 + \sigma_2^2 + 1)(\sigma_1^2 + \sigma_2^2 + 1)\sigma_2^4} \right) \leq C.$$  \hspace{1cm} (390)

5.6.2. Oblivious Agents

Next, we briefly review the model in which the agents are informed about the codebook used at the source. As shown in \[181\], the average capacity for this setting is upper bounded by

$$C_{\text{ave}} \leq \sum_{m=M_0}^{M_T} p_m \min \left\{ \frac{1}{2} \log(1 + mP), mC \right\}.$$  \hspace{1cm} (391)

This result follows directly from cut-set arguments, where the first term in the min follows by considering the cut between source and relays, and the second depends on the cut from relays to the destination.
As for an achievable strategy, a generalization of the single-description approach for the setting of the oblivious relay can be constructed in a straightforward way. In this scheme, the source uses broadcast coding with Gaussian codebooks. However, on top of the \( M_T - M_0 + 1 \) layers considered earlier, the source superimposes a further layer carrying a common message, denoted by \( W_0 \), with rate \( R_0 \), to be decoded by all relays and then forwarded to the destination. The destination is considered to recover such a message at all times, that is, as long as the number of active links \( M \) satisfies \( M \geq M_0 \). For this purpose, each agent reserves a rate of \( R/M_0 \) on its outgoing links to send an index computed as a random function of the decoded \( W_0 \). It can be easily seen that, even though the agents are unaware of which links are currently active, the receiver will be able to recover \( W_0 \) with vanishing probability of error as \( n \to \infty \). The extra layer carrying \( W_0 \) is decoded first by the agents and canceled, and the rest of coding/decoding takes place as for the broadcast approach with a single-description scheme with the caveat that now the remaining link capacity to forward compression indices is \( C - R/M_0 \). Under this scheme, the average rate that can be achieved is given by

\[
R_M \leq \bar{R}_M + R_0, \\
R_m \leq \frac{1}{2} \log \left( 1 + \frac{m \beta_m P}{1 + \sigma^2 + m P \sum_{k=m+1}^{M_T} \beta_k} \right) \quad \text{for} \quad M_0 + 1, \ldots, M_T .
\]

where

\[
R_0 = \frac{1}{2} \log \left( 1 + \frac{\beta_0 P}{1 + (1 - \beta_0) P} \right),
\]

and \( \sigma^2 \) satisfies

\[
\frac{1}{2} \log \left[ \left( 1 + \frac{M_0 P (1 - \beta_0)}{1 + \sigma^2} \right) \frac{1}{\sigma_0^2} \left( 1 + \frac{1}{\sigma^2} \right) \right] \leq C - \frac{R_0}{M_0}.
\]

5.7. Occasionally Available Relays

Finally, we consider the impact of uncertainty in the network topology on transmission. This is motivated by the fact that in practical wireless networks, it is often difficult for each user to keep track of neighboring terminals, potentially assisting in the transmission of its information. This is especially pronounced in high-mobility networks. One immediate implication of this setting is in the IEEE 802.11 WLAN protocol using occasional relay terminals is explored. Mobile users that are far away from an access point can suffer from low uplink rates. Occasional relaying terminals between the mobile users and the access point receive the transmitted packets and relay them to the access point. When relays do not exist, then the direct links are used, albeit at a lower rate.

This setting is studied in [176], which considers communication between a source and a destination where occasionally there might be a relay node in close proximity of the source, and assisting it without its knowledge (i.e., the source is oblivious to the existence of the relay node). The destination, on the other hand, is aware of the existence of the relay node. When the relay exists, the source-relay channel is considered to be of a constant quality (due to the proximity), and the source-destination and relay-destination channels undergo block fading. All channels are known only to their associated receivers, and they are otherwise unknown to other nodes.

Hence, in this setting, the transmitter’s uncertainty is due to a combination of channel uncertainty and relay existence uncertainty. Furthermore, the combination of these factors can be used for adopting a natural notion of channel degradedness. Specifically, we can use the throughput of the channel as a metric based on which different channel realizations and relay existence scenarios can be rank-ordered. By leveraging this notion of degradedness, the transmitter generates the codebooks, one corresponding to each possible realization,
ensued by superposition coding for transmission. At the destination node, the receiver uses the information about the actual realization of the channel and the relay’s existence and decodes all the codebooks assigned to this realization and all the weaker ones, treating the rest as noise.

6. Communications Networks

6.1. Overview

Previous sections discussed point-to-point communication, the MAC, the interference channel, and the relay channel. This section considers a broader span of communication networks with multiple communicating nodes and different cooperation levels. Only a limited number of examples are covered in detail, and an outlook of additional relevant problems is provided in Section 7.

We review the application of the broadcast approach to four different aspects of modern communication networks. First, we focus on cellular communication. Specifically, the case of uplink communications is studied in [196] where the broadcast approach is studied in conjunction with multiuser detection for randomly spread direct sequence (DS) code-division multiple access (CDMA). This is discussed in more detail on Section 6.2.

In networks, it may be commonly required to minimize the distortion of the source information rather than maximize the expected rate. For fading channels combining the broadcast approach with successive refinement source coding allows minimization of expected distortion. This aspect is discussed in Section 6.3. Successive refinement as combined with the broadcast approach gives idea beyond the basic setting, and was recently used for a multiuser downlink with layered cooperation among users [197]. The broadcast approach for the information bottleneck channel is studied in [198–200], and it is discussed on Section 6.4. Finally, the design of the broadcast approach for transmitters with harvested energy is discussed in Section 6.5. There are indeed many additional network related works which are worth noting but cannot be reviewed in details in this section, such as those in [201–213].

6.2. Multi-User MAC Broadcasting with Linear Detection

A cellular system where macrocells are overlaid with femtocells is studied in [214]. Each femtocell is served by a home base station that is connected to the macrocell base station via an unreliable network access link, such as a digital subscriber line (DSL) followed by the Internet. A scenario with a single macrocell and a single femtocell is considered first, and it is then extended to include multiple macrocells and femtocells, both with standard single-cell processing and multicell processing (or network MIMO). Two main issues are addressed for the uplink channel: (i) interference management between femto and macrocells; and (ii) robustness to uncertainties on the quality of the femtocell access link. The problem is formulated in information-theoretic terms, and inner and outer bounds are derived to achievable per-cell sum-rates for outdoor and home users. Overall, the analysis lends evidence to the performance advantages of sophisticated interference management techniques, based on joint decoding and relaying, and of robust coding strategies via the broadcast approach.

The work in [196] considers the problem of multiuser detection for randomly spread DS-CDMA over flat fading channels. The analysis focuses on the case of many users and large spreading sequences such that their ratio, which is the system load, is kept fixed. Spectral efficiency of practical linear detectors such as match-filter and decorrelator employing successive interference cancellation (SIC) at the receiver is derived. This is used to extend the notion of the strongest users detectors for SIC receivers. The strongest users detectors system design relies on an outage approach where each user transmits in a single layer (fixed rate), and only users experiencing good channel conditions may be reliably decoded, while the other users are not decoded. In [196], iterative SIC decoding is studied, and it is shown that for equal power users, the optimal rate allocation, for maximizing the expected spectral efficiency, is equal rates for all users. This outage approach analysis is
extended for a multi-layer coding broadcast approach per user. The expected sum-rate, under iterative decoding with linear multiuser detectors, is optimized, and the optimal layering power distribution is obtained. For small system loads, the achievable spectral efficiency with the continuous broadcast approach and a linear matched filter detector exhibits significant gains over the single-layer coding approach.

Multiuser wireless communication systems using CDMA have been studied and implemented in recent years. The results on the asymptotic distribution of singular values of certain random matrices allowed the analysis of randomly spread direct sequence CDMA [215–217]. In those multiple access channels, random and independent signature waveforms are assigned to the network subscribers.

In [216], the sum-rate capacity per chip was analyzed for a non-fading channel, the number of users $K$ is taken to the limit ($K \to \infty$), and the spreading sequence length $N$ is also large ($N \to \infty$). The system load, which is also the number of users per chip is kept fixed, i.e.,

$$\beta = \frac{K}{N}. \quad (396)$$

The main conclusions from the results in [216] are that for low $\beta$, the linear multiuser detectors (e.g., decorrelator and linear MMSE detectors) have near-optimal spectral efficiency. For any $\beta$ and $E_b/N_0$, the match-filter multiuser detector is far from optimal. The spectral efficiency of the linear detectors, except for the matched filter, grows unbounded with $E_b/N_0$, for a given $\beta$. The work in [217] extended these results to the case where every user experiences a flat fading channel. The sum-rate capacity is an ergodic capacity, which is achievable for fast fading channels, where every transmitted block experiences sufficiently many fading realizations to approximate ergodicity. Otherwise, a framework of outage capacity may better characterize the expected performance. The channel model with slow fading, where a fading remains fixed throughout a transmission block, is considered in [218], where an outage probability is equivalent to the fraction of undecoded users, providing a framework for strongest users detection. In this work, it is assumed that all users transmit at equal rates and equal power, regardless of their individual fading realizations. In such a case, the receiver can no longer guarantee reliable decoding for all active users. In this case, the receiver ranks all active users by their received powers and decodes the transmissions of the largest number of users, for which decoding is successful. The system design can be done such that a fraction of undecodable users (FUU) is defined, and this dictates the fixed rate to be used by all active users. The total achievable sum-rate is referred to as the outage capacity. The FUU can be optimized such that the average sum rate is maximized.

In [196], the sum-rate capacity of linear detectors with SIC receivers is studied for different types of detectors. Different approaches to rate allocation and multi-stage decoders with SIC are considered. Interestingly, it turns out that with iterative SIC decoding, equal rate allocation achieves the highest average spectral efficiency. In iterative decoding, the receiver decodes as many users as possible and performs SIC every iteration. The effective system load is reduced after every SIC iteration, increasing the multiuser detector efficiency. Thus, more users with worse channel conditions can be decoded. Moreover, by letting every user employ multi-layer coding, the expected spectral efficiency may increase further.

The multi-access channel combined with the broadcast approach [23] in its continuous layering form was first analyzed in [73]. Some MAC outage approaches and MIMO multi-layering schemes were studied in [74]. In [112], a simple two state multi-access channel with two users is studied, where it is shown that superposition coding is optimal, and the sum-rate capacity per layer is derived. A random-access (non-fading) channel is also a special case of the MAC. Achievable rates over this channel are studied with superposition coding in [112,219]. An alternative practical approach is to use variable-rate coding over the MAC [220].
The main results of [196] may be summarized as follows:

1. formulation of ergodic bounds for systems with random spreading DS-CDMA over fading channels, employing SIC receivers;
2. derivation of the expected spectral efficiency achievable with equal rate allocation per user, and iterative SIC decoding. It is also shown that equal rate allocation maximizes the expected spectral efficiency;
3. derivation of the expected spectral efficiency for the case of multi-layer coding taken to the limit of many layers (continuous broadcast approach);
4. analysis of a multi-layer coding where parallel decoders are used, without employing SIC;
5. analysis of a more complicated setting, including a multi-layer coded transmission with iterative SIC decoding. It is shown that, like in the single-layer case, the expected spectral efficiency is maximized for equal rate allocation per user. Furthermore, the optimal layering power allocation function, which maximizes the expected spectral efficiency, is obtained for the matched-filter and decorrelator detectors. The case of broadcasting with MMSE and optimal detectors under iterative SIC decoding remains an open problem.

6.2.1. Channel Model

We describe the channel model and the basic assumptions. Consider the following system model

\[ y = VHx + n, \]  

(397)

where \( x = [x_1, ..., x_K] \) is a vector of length \( K \). An individual term \( x_k \) is a sample of a layered coded signal of the \( k \)th user, and \( \{x_k\} \) are i.i.d. and distributed according to \( \mathcal{CN}(0, P) \), where \( P \) sets the power constraint per user. \( V \) is an \([N \times K]\) signature matrix with elements i.i.d. distributed according to \( v_{ij} \sim \mathcal{CN}(0, \frac{1}{N}) \), and \( n \) is, without loss of generality, a normalized AWGN vector \( n \sim \mathcal{CN}(0, I_N) \). The channel matrix \( H \) is a diagonal matrix \( H = \text{diag}(h_1, h_2, ..., h_K) \) of fading gains. The empirical distribution of \( \{s_k\} \triangleq \{|h_k|^2\} \) converges almost surely to a distribution \( Q(s) \) such that \( E_Q[s] = 1 \). The channel matrix \( H \) remains fixed throughout a transmission block, which corresponds to a slowly fading channel model. Note that, since the additive noise is normalized we have \( \text{SNR} = P \).

The energy per bit to noise spectral density ratio is used for evaluating the spectral efficiency and for comparing different strategies, and it is defined as

\[ \frac{E_b}{N_0} = \frac{\beta \sum \text{SNR}}{R_{\text{sum}}} \]  

(398)

where \( R_{\text{sum}} \) is the total spectral efficiency, i.e., the sum-rate in bits per second per Hertz.

The system load \( \beta \) is defined in (396).

6.2.2. Strongest Users Detection—Overview and Bounds

Motivated by practical considerations, the decoding of strongest users on block fading channels is studied in [218]. This study assumes that all users transmit at equal rates and equal powers, regardless of their individual fading realizations. In such a case, the receiver can no longer guarantee the reliable decoding of all active users. Thus, the receiver ranks all active users by their received powers and decodes the transmissions of the largest number of users, for which decoding is successful. The system design can be optimized to a fixed FUU, which dictates the rate to be used by all active users. The maximal achievable sum-rate is referred to as the outage capacity. It is obtained by optimizing the FUU such that the average sum rate is maximized.
The ergodic spectral efficiency for the fading CDMA channel model in (397) is given by [217]

\[ C_{\text{erg}}(\beta, \text{SNR}) = \beta E_s \left[ \log(1 + s \eta(\beta) \text{SNR}) \right], \tag{399} \]

where \( \eta(\beta) \) is the multiuser detector efficiency, which depends on the detector type (e.g., matched filer, decorrelator, MMSE), and is a function of the system load \( \beta \), and the SNR. The expectation is taken with respect to the fading gain distribution \( Q(s) \). For the completeness of this presentation, the multiuser detector efficiency is specified for each relevant detector. The detector efficiency of a matched filter is [217]

\[ \eta_{\text{mf}}(\beta) = \frac{1}{1 + \beta \text{SNR}}. \tag{400} \]

The detector efficiency of a decorrelator receiver is

\[ \eta_{\text{dec}}(\beta) = \max\{0, 1 - \beta\}, \tag{401} \]

and for an MMSE detector, \( \eta_{\text{mmse}}(\beta) \) satisfies the following equation

\[ \eta_{\text{mmse}}(\beta) + \beta E_s \left[ \frac{s \eta_{\text{mmse}}(\beta) \text{SNR}}{1 + s \eta_{\text{mmse}}(\beta) \text{SNR}} \right] = 1. \tag{402} \]

The expectation here is taken with respect to the fading gain distribution \( Q(s) \). For a Rayleigh fading channel, the expectation is explicitly expressed as

\[ E_s \left[ \frac{s \eta_{\text{mmse}}(z) \text{SNR}}{1 + s \eta_{\text{mmse}}(z) \text{SNR}} \right] = 1 - \frac{E_1}{\eta_{\text{mmse}}(\text{SNR})} \exp\left(\frac{1}{\eta_{\text{mmse}}(\text{SNR})}\right), \tag{403} \]

where \( E_1(x) \) is the exponent integral function.

**Upper bound.** It is well-known that the optimum multiuser detector capacity is also equal to the ergodic successive decoding sum-rate capacity with an MMSE detector, according to the mutual information chain rule [40]. Thus the ergodic capacity, obtained with an optimum detector, can be expressed by the ergodic SIC MMSE detection capacity [217]

\[ C_{\text{opt}}(\beta, \text{SNR}) = E_s \left[ \int_0^\beta \log(1 + s \cdot \eta_{\text{mmse}}(z) \cdot \text{SNR}) \, dz \right]. \tag{404} \]

**Strongest users detection.** It refers to the practical case where all users transmit at a fixed rate, via single-layer coding. The adequate channel model here is the block fading channel, where a fixed fading realization throughout the block for each user is observed. Thus, all users experiencing fading gains smaller than a threshold \( s_{\text{th}} \) will not be reliably decoded. This is demonstrated in Figure 31, where a fraction of users, corresponding to \( Q(s_{\text{th}}) \), is in an outage, and all other users are reliably decoded. The average achievable sum-rate for outage decoding is given by [218]

\[ C_{\text{out}}(\beta, \text{SNR}) = \beta (1 - Q(s_{\text{th}})) \log(1 + s_{\text{th}} \eta(\beta) \text{SNR}) \tag{405} \]

where \( Q(s_{\text{th}}) \) is the probability of outage corresponding to the fraction of users that cannot be reliably decoded. The multiuser detector efficiency \( \eta(\beta) \) is specified in equations (400) and (402) for the underlying linear detectors.

In parallel decoding schemes, the decoding latency may be small. However, there is an inherent spectral efficiency loss due to decoding every user in the presence of interference.
from all other users. An SIC decoder attempts decoding the users one by one, where after every successful decoding, a reconstructed signal associated with the decoded user is subtracted from the input signal. The procedure continues until the last user is decoded. Consider the case that each user transmits over a fading channel. Such a channel model was studied in [217], where the detectors considered were an optimal detector, MMSE, decorrelator, and MF. The derivations in [196] extend the results for the SIC receiver strategy.

For a given system load $\beta$, the ergodic sum-rate is specified in (399). This sum-rate is an upper bound since its achievability requires fast feedback from the receiver to all users. With SIC decoding, the ergodic sum-rate is given by

$$C_{\text{SIC,erg}}(\beta, \text{SNR}) = E_s \left[ \int_0^\beta \log(1 + s \cdot \eta(z) \text{SNR}) \right].$$

(406)

The ergodic sum-rate for an MF-SIC detector is derived in the same lines as for the non-fading case, yielding

$$C_{\text{SIC,MF}}(\beta, \text{SNR}) = E_s \left[ (s + \beta + \frac{1}{\text{SNR}}) \log(1 + \text{SNR}(s + \beta)) 
- (\frac{1}{\text{SNR}} + s) \log(1 + s\text{SNR}) - \left( \beta + \frac{1}{\text{SNR}} \right) \log(1 + \beta\text{SNR}) \right].$$

(407)

The sum-rate capacity, for an SIC decorrelator detector, is also available as a function of the fading gain distribution

$$C_{\text{SIC,Dec}}(\beta, \text{SNR}) = E_s \left[ \left( 1 + \frac{1}{s\text{SNR}} \right) \log(1 + s\text{SNR}) 
- \beta - \left( 1 - \beta + \frac{1}{s\text{SNR}} \right) \log(1 + s\text{SNR}(1 - \beta)) \right].$$

(408)

For an MMSE detector, the sum-capacity cannot be given in a closed-form, and it is computed using $\eta(z)$ given in (403), plugged into the ergodic capacity expression in (406).

![Figure 31](image.png)

Figure 31. Schematic description of a parallel multiuser decoder, without SIC.

6.2.3. Broadcast Approach with Strongest Users Detection—(NO SIC)

If we let every user transmit a continuously layered coded signal, then the number of decodable layers per user directly depends on the experienced fading level. Consider here parallel decoding, where the receiver decodes all users in parallel up to the highest reliably
decoded layer. Thus, the achievable rate, averaged over all possible fading realizations, is given by

\[ R_{bs}(\beta, \text{SNR}) = \lim_{K,N,J \to \infty, \frac{K}{N} \to \beta} \frac{1}{N} \int_{0}^{\infty} ds \int_{0}^{s} du \frac{u \eta \rho(u)}{1 + u \eta I(u)} , \]  

(409)

where \( J(s) \) is the number of decoded users at fading level \( s \), and where the broadcasting rate, derived in (6), is modified here by the detector efficiency \( \eta \). The expected sum rate is simplified into

\[ R_{bs}(\beta, \text{SNR}) = \int_{0}^{\infty} ds \int_{0}^{s} du \frac{u \eta \rho(u)}{1 + u \eta I(u)} = \int_{0}^{\infty} ds (1 - Q(s)) \frac{\eta \rho(s)}{1 + \eta I(s)} . \]  

(410)

It can be shown that the optimal power distribution, which maximizes \( R_{bs}(\beta, \text{SNR}) \), is like in (15), where the detector efficiency \( \eta \) scales the power distribution

\[ I(x) = \begin{cases} \text{SNR} & x < x_0 \\ \frac{1-Q(s)-x \cdot q(s)}{x \cdot q(s) \eta} & x_0 \leq x \leq x_1 \\ 0 & \text{else} \end{cases} , \]  

(411)

where \( x_0 \) is determined by \( I(x_0) = \text{SNR} \), and \( x_1 \) by \( I(x_1) = 0 \).

6.2.4. SIC Broadcast Approach Upper Bound

In order to characterize an achievable rate via layering, the power distribution for layering should be optimized for every subset of users, and their corresponding residual interference must be accounted for in the stages of the SIC, as described above for the outage case. Such an analytical analysis for the broadcast approach seems to be intractable. Therefore, an upper bound significantly tighter than the ergodic upper bound is provided.

The upper bound of the broadcast approach is simply the broadcast approach combined with SIC, where optimal layering is performed for every subset of users. It is assumed that at any decoding stage, there is no residual interference from previous SIC stages. Although interference from undecoded layers of early stages does exist, this assumption allows full derivation and optimization of a continuous broadcast approach. Under this simplified setting, the layering sum-rate with SIC is given by

\[ C_{\text{SIC,BS}}(\beta, \text{SNR}) = \int_{0}^{\beta} \int_{0}^{s} ds (1 - Q(s)) \frac{\eta \rho(s)}{1 + \eta I(s)} , \]  

(412)

where the inner integral is the average achievable rate for a given system load \( z \). The maximization of this average rate is given in (410), with an optimal power distribution specified in (411). For a Rayleigh fading channel, this maximal average rate can be expressed more explicitly as

\[ C_{\text{SIC,BS}}(\beta, \text{SNR}) = \beta (e^{-1} - 2E_1(1)) + \int_{0}^{\beta} dz \left( 2E_1(S_0(z)) - e^{-S_0(z)} \right) , \]  

(413)

where \( S_0(z) = 2 \left( 1 + \sqrt{1 + 4\text{SNR} \eta(z)} \right) \). Since this broadcasting upper bound does not provide an achievable expected rate, the analysis of continuous broadcasting, which follows assumes equal rates with iterative decoding.
6.2.5. Broadcast Approach with Iterative SIC

A broadcast approach is employed by all transmitting users, where all users transmit with the same rate and layering power distribution. The decoder applies iterative SIC decoding. The main idea in the decoding scheme is to apply an iterative SIC per layer. The decoding process is illustrated in Figure 32. Every iteration includes 
M stages of iterative SIC decoding, where 
M is the number of coded layers. The first stage attempts iterative SIC decoding of the first layer of all users. Then the next stage performs iterative SIC decoding for the group of users for which decoding of the first layer was successful. This continues until the last layer decoding is done. Then the second iteration continues similarly.

![Figure 32. Schematic description of an iterative successive interference cancellation multiuser decoder for multi-layer coded transmission with 
M layers. Every iteration includes multiple sub-iterations of iterative-SIC decoding per code layer.](image)

The continuous layering characterizes the highest achievable sum-rate for the broadcast approach, i.e., the number of layers is unlimited. Every layer is associated with a fractional rate and power allocation, as described in the broadcast approach overview. The achievable rates and overall performance strongly depend on the transmission scheme and the decoding strategy. The decoding strategy which is adopted here is the multi-round iterative decoding. The maximal achievable average rate can be expressed by the following optimization problem

\[
R_{\text{sum,bs}} = \max_I R_{\text{sum,bs}}(I), \tag{414}
\]

where the achievable continuous layering rate \( R_{\text{sum,bs}}(I) \) is given by

\[
R_{\text{sum,bs}}(I) = \beta \int_0^\infty ds (1 - Q(s)) s \eta(G) \frac{\rho(s)}{1 + s \eta(G) I(s)} \triangleq \int_0^\infty ds I(s, I', I), \tag{415}
\]

where \( G \) corresponds to the remaining layers per user, which induce the mutual interference

\[
G \triangleq \frac{\beta}{\text{SNR}} \int_0^\infty Q(s) \rho(s) ds \triangleq \int_0^\infty ds Z(s, I, I'), \tag{416}
\]

where \( I(s) = \int_s^\infty du \rho(u) \).

The optimization of (415) with respect to the residual interference constraint in (416) can be solved by fixing the interference parameter \( G \) to an arbitrary value such that \( 0 < G \leq \beta \). For such \( G \), the optimization in (415) is a standard variational problem with a
residual interference constraint on top of the power constraint $I(0) = \text{SNR}$. The optimization problem is, therefore

$$\max I \int_0^\infty ds J(s, I, I') \quad \text{s.t.} \quad G \geq \int_0^\infty ds Z(s, I, I'). \quad (417)$$

We can write the Lagrangian form

$$L = \int_0^\infty ds J(s, I, I') + \lambda \left( G - \int_0^\infty ds Z(s, I, I') \right). \quad (418)$$

The Euler–Lagrange condition for extremum can be derived, and the optimal layering power distribution can be expressed in a closed-form, as summarized in the next proposition.

**Proposition 14 ([196]).** The optimal power distribution, which maximizes the expected sum-rate of a continuous broadcast approach (417), with matched-filter multiuser detection and iterative SIC decoding, is achieved from

$$I(s) = \begin{cases} \text{SNR} & s < s_0 \\ -\text{SNR} + \sqrt{\text{SNR}^2 + \frac{4\lambda \beta (1 - Q(s)) \text{SNR}}{\eta(G) s^2 Q'(s)}} - \frac{1}{s \eta(G)} & s_0 \leq s \leq s_1 \\ 0 & s > s_1 \end{cases}, \quad (419)$$

where $s_1$ is the smallest fading gain for which $I(s_1) = 0$, and the left boundary condition on $s_0$ satisfies $I(s_0) = \text{SNR}$. The Lagrangian multiplier $\lambda$ is obtained by an equality for the residual interference constraint (416), as specified by

$$\int_{s_0}^{s_1} Q(s) I'(s) \, ds = - G \frac{\text{SNR}}{\beta}. \quad (420)$$

The decoding algorithm for a decorrelator multiuser detector is similar. In the continuous setting, the detector efficiency is updated according to the number of users for which all layers are decoded. This is the reason the upper boundary of the power distribution is a subject for optimization. The solution is obtained by solving the corresponding variable endpoint variational optimization problem.

It is assumed here that the optimal solution for the power distribution lies on a single continuous interval $[s_0, s_1]$. The extension to multiple continuous intervals may be done as in [32]. The average achievable rate with a decorrelator detector, in its general form, is

$$R_{bs,\text{decor}} = \beta \int_{s_d}^{s_0} ds (1 - Q(s)) \frac{s \rho(s) \eta(\beta \mathcal{Q}(s_b))}{1 + s I(s) \eta(\beta \mathcal{Q}(s_b))} + (1 - Q(s_d)) R_0(s_d) + (1 - Q(s_b)) R_1(s_b), \quad (421)$$

where $\eta(x) = 1 - x$, $I(s_0) = \text{SNR}$, $I(s_1) = 0$, and the rate of the first layer is

$$R_0(s_d) = \beta \log \left( 1 + \frac{s_d \eta(\beta \mathcal{Q}(s_b))(\text{SNR} - I(s_d^+))}{1 + s_d \eta(\beta \mathcal{Q}(s_b)) I(s_d^+)} \right), \quad (422)$$
where \( I(s_a^-) = \text{SNR}, \) and \( I(s_a^+) \) is the remaining power allocation for the continuous and last layers. The last layer is allocated

\[
R_1(s_b) = \beta \log \left( 1 + s_b \eta(\beta Q(s_b)) \left( I(s_b^-) - I(s_a^+) \right) \right),
\]

where \( I(s_b^+) = 0. \) Thus, the discontinuity in \( I(s) \) can be in \( s_a \) and \( s_b. \) Define the functional subject for optimization, from (421), by

\[
G(s_b, s, I, I') = \beta (1 - Q(s)) \frac{-s I'(s) \eta(\beta Q(s))}{1 + s I(s) \eta(\beta Q(s))},
\]

The following variable end point variational optimization problem is solved following

\[
R_{\text{bs, decorr}} = \max \int_{s_a^-}^{s_a^+} ds G(s_b, s, I, I') + (1 - Q(s_a)) R_0(s_a) + (1 - Q(s_b)) R_1(s_b),
\]

subject for optimization, from (421), by

\[
I(s^-_b) = \text{SNR}
\]

\[
I(s^+_a) = 0
\]

The optimal power distribution is formulated in the next proposition.

**Proposition 15.** The expected sum-rate for continuous layering per user, with a decorrelator multiuser detector and iterative SIC decoding, is given by

\[
R_{\text{bs, decorr}} = \beta \int_{s_a^-}^{s_a^+} ds (1 - Q(s)) \frac{-s I_{\text{opt}}(s) \eta(\beta Q(s))}{1 + s I_{\text{opt}}(s) \eta(\beta Q(s))} + (1 - Q(s_a)) R_0(s_a) + (1 - Q(s_b)) R_1(s_b),
\]

where \( \eta(x) = 1 - x, \) and the optimal layering power distribution is given by

\[
I_{\text{opt}}(s) = \begin{cases} 
\text{SNR} & s \leq s_a^- \\
\frac{1 - Q(s) - s Q'(s)}{s Q'(s) \eta(\beta Q(s))} & s_a^- \leq s \leq s_b^- \\
0 & \text{else}
\end{cases}
\]

and the interval for continuous layering satisfies

\[
\int_{s_a^-}^{s_b^-} ds \frac{\partial G(s_b, s, I_{\text{opt}}, I'_{\text{opt}})}{\partial s_b} + G(s_b, s_b, I_{\text{opt}}, I'_{\text{opt}})
\]

\[
+ \frac{\partial}{\partial s_b} \left[ (1 - Q(s_b)) R_1(s_b) + (1 - Q(s_a)) R_0(s_a) \right] = 0,
\]

and

\[
-\frac{\partial G(s_b, s = s_a, I_{\text{opt}}, I'_{\text{opt}})}{\partial s_a} + \frac{\partial}{\partial s_a} \left[ (1 - Q(s_a)) R_0(s_a) \right] = 0.
\]

From the numerical results in [196], and Figure 33, the broadcast approach with multi-round iterative SIC decoding offers a significant spectral efficiency gain over the single-layer coding strategies. The gain is especially noticeable for the lower system loads. Interestingly, for \( \beta \leq 0.2, \) it can be noticed that the spectral efficiency of the broadcast approach exceeds the MF single-layer ergodic bound at high \( E_b/N_0 \) (Figure 33). For a single user setting, the ergodic bound is always an upper bound which cannot be exceeded. However, in our multiuser setting, an MF detector is used for the ergodic bound, and the MF detection is information lossy. In the broadcast approach, the MF detection is performed over and over for every layer according to the iterative decoding scheme. Hence, the broadcast approach
with iterative decoding may outperform the optimum single-layer coding with transmitter channel side information (ergodic bound). Generally speaking, this result should not be limited to small system loads. Any non-zero slope of the broadcast approach is sufficient for exceeding the MF single-layer ergodic bound. However, the crossing level will be at very high $E_b/N_0$ values. Figure 34 demonstrates the achievable rates for a Rayleigh fading channel with a decorrelator based multiuser detection, with different transmission and decoding strategies.

Figure 33. Expected sum-rate for a Rayleigh fading channel, with different transmission and decoding strategies, based on a matched filter multiuser detector ($\beta = 0.2$).

Figure 34. Expected sum-rate throughput for a Rayleigh fading channel, with different transmission and decoding strategies, based on a decorrelator multiuser detector ($\beta = 0.2$).

It can be concluded that unequal transmission rate assignment is a practical strategy, as the base-station, aware of all its users, can take care of rate allocation. This is in contrast
to ergodic bounds, where the users must transmit at rates matching their experienced fading realizations (which is an impractical assumption). In SIC with the strongest users and single-iteration detection, the subsets are ordered regardless of the instantaneous channel realizations. Therefore, such an assignment can be done once for every new subscriber. It was shown in this work that for single-iteration decoding, unequal rate allocation maximizes the spectral efficiency since the decoding order is fixed. However, for iterative SIC decoding, the decoding order is no longer fixed, and it is shown that equal rate allocation maximizes the expected sum-rate.

It is worth noting that systems employing decorrelator detection can significantly gain from using SIC at system loads close to $\beta = 1$. For such system loads, single-user detection is interference-limited, and therefore, the achievable rate can be infinitesimally small. While with SIC, only the users decoded first transmit at low rates. Gradually, the effective system load for decoding is reduced, and higher spectral efficiency can be achieved for other users, resulting in higher sum-rates.

The single-layer analysis was extended to a multi-layer coding broadcast approach per user. The expected sum-rate, under iterative decoding with linear multiuser detectors, is optimized, and the optimal power distribution is obtained (for a decorrelator and an MF detector). The achievable spectral efficiency for a linear matched filter detector shows significant gains over the single-layer coding approach. The interesting observation here is that the expected spectral efficiency exceeds the single-layer ergodic sum-capacity. The ergodic bound assumes that every user transmits at a rate matched to its decoding stage and channel realization. For a single-user setting, the ergodic bound is always an upper bound for the broadcast approach. However, in our multiuser setting, an MF detector is used for the ergodic bound, and the MF detection is information lossy. In the broadcast approach, the MF detection is performed over and over for every layer according to the iterative decoding scheme. Therefore, the broadcast approach can provide spectral efficiencies exceeding those of a single layer coding with channel side information, when an MF detector is used.

6.3. The Broadcast Approach for Source-Channel Coding

In networks, it may be commonly required to minimize the distortion of the source information rather than maximize the expected rate. This broadcast approach is useful in a variety of applications, and it matches the successive refinement (SR) source coding approach [29,30,221] and later works [30–34]. That is, the more information rate is provided, the less average distortion is evident in the reconstructed source. On a wireless fading channel, in order to minimize the expected distortion at the receiver, it is essential to find the optimal power allocation in the broadcast strategy and this is indeed our focus in this section. This cross-layer design approach was, in fact, already suggested in [23].

The broadcast-SR approach facilitates to achieve via coding the basic features of analog communications, that is the better the channel, the better the performance (say measured by received SNR (MMSE)). Furthermore, that is without the transmitter knowing the state channel realization, see applications as referenced in the book [35].

The initial effort on this problem was made in [222], where the broadcast strategy coupled with SR source coding was compared with several other schemes. The optimization problem was formulated by discretizing the continuous fading states, and an algorithm was devised when the source coding layers are assumed to have the same rate. This algorithm, however, does not directly yield the optimal power allocation when the fading states are discrete and pre-specified, nor does it give a closed-form solution for the continuous case. This problem is also considered in [223], which provides an iterative algorithm by separating the optimization problem into two sub-problems. The study in [33] provides a recursive algorithm to compute the optimal power allocation for $M$ fading states, with worst-case complexity of $O(2^{M})$. Furthermore, by directly taking the limit of the optimal solution for the discrete case, a solution was given for the continuous case optimal power allocation, under the assumption that the optimal power allocation is concentrated in a single interval.
Similar problems were considered in [224,225] in the high SNR regime from the perspective of distortion exponent. Successive refinement, as combined with the broadcast approach, gives idea beyond the basic setting and was used in [197].

The work in [32] proposes a new algorithm that can compute in linear time, i.e., of $O(M)$ complexity, the optimal power allocation for the case with $M$ discrete fading states. Furthermore, it provides a derivation of the continuous case optimal power allocation solution by the classical variational method [59]. Both the algorithm and the derivation rely on an alternative representation of the Gaussian broadcast channel capacity, which appeared in [41]. The dual problem of minimizing power consumption subject to a given expected distortion constraint is also discussed.

6.3.1. SR with Finite Layer Coding

Finite-layer coding can be matched to a finite number of fading states, the $M$ possible power gains in an increasing order $s_1 < s_2 < \ldots < s_M$ are distributed according to a probability mass function $p_i$ such that $\sum_{i=1}^{M} p_i = 1$. The transmitter has an average power constraint $P$, and if power $P_i$ is allocated to the $i$th layer in the broadcast strategy, the $i$th layer channel rate $R_i$ is given by

$$R_i = \frac{1}{2} \log \left( 1 + \frac{s_i P_i}{1 + s_i \sum_{j=i+1}^{M} P_j} \right) = \frac{1}{2} \log \left( 1 + \frac{p_i}{1/s_i + \sum_{j=i+1}^{M} p_j} \right). \tag{430}$$

From the second expression in (430), the equivalence to broadcast on a set of channels with different noise variances is clear. Let $n_i \triangleq 1/s_i$, which implies $n_1 > n_2 > \ldots > n_M$ are the equivalent noise power on the channels. The layers corresponding to smaller values of $s_i$ (and larger values of $n_i$) will be referred to as the lower layers, which is consistent with the intuition that they are used to transmit the more protected base layers of the SR source coding. Since the Gaussian source is successively refinable [29], the receiver with power gain $s_i$ can thus reconstruct the source within distortion

$$D_i = \exp \left( -2b \sum_{j=1}^{i} R_j \right), \tag{431}$$

where $b$ is the bandwidth expansion coefficient. Combining (430) and (431), the problem we wish to solve is essentially the following minimization over the power allocation $(P_1, P_2, \ldots, P_M)$:

$$\min \sum_{i=1}^{M} P_i \left( \prod_{j=1}^{i} \left( 1 + \frac{P_j}{1/s_j + \sum_{k=j+1}^{M} P_k} \right) \right)^{-b} \tag{432}$$

s.t. $P_i \geq 0, \quad i = 1, \ldots, M$

$$\sum_{i=1}^{M} P_i \leq P$$

when the fading state is continuous, the density of the power gain distribution is then given by $f(s)$, which is assumed to be continuous and differentiable almost everywhere. In this case, the goal is then to find a power allocation density function $P(s)$, or its cumulative function, which minimizes the expected distortion, see more details in [32].

6.3.2. The Continuous SR-Broadcasting

We next turn our attention to the case of a continuum of layers, which is, in fact, the case considered in [23]. To facilitate understanding, we first provide a less technical derivation under the assumption that the optimal power allocation concentrates on a single interval of the power gain range, and show that this is indeed true for some probability density function $f(s)$. This simple derivation provides important intuitions for the general case, based on which a more general derivation is then given and some properties of the
solution are subsequently discussed. For simplicity, we first assume \( f(s) \) has support on the entire non-negative real line \([0, \infty)\). Later it is shown that this assumption can be relaxed. The optimization problem can be reformulated as follows. Define

\[
I(i) = \exp \left( \sum_{j=1}^{i} 2R_j \right),
\]

(433)

We take the number of layers to infinity and the constraint becomes an integral equation, where we convert back to the power gain \( s \) instead of noise power \( n \), and it is clear we can replace the inequality by equality without loss of optimality

\[
\int_{0}^{\infty} I(s) \frac{1}{s^2} ds = \int_{0}^{\infty} \frac{\exp(2R(s))}{s^2} ds = P,
\]

(434)

where \( R(s) \) is the cumulative rate associated with a fading gain \( s \). The term to be optimized is given by

\[
\mathcal{D}(I) = \int_{0}^{\infty} f(s) \exp(-2bR(s)) ds = \int_{0}^{\infty} \frac{f(s)}{I(s)^b} ds.
\]

(435)

Note the additional condition that \( I(s) \) has to be monotonically non-decreasing, and it should satisfy the boundary conditions \( I(0) = 1 \). Ignoring the positivity constraint \( I'(s) \geq 0 \) for now, take

\[
I(s, I, I') = \frac{f(s)}{I^b(s)}, \quad G(s, I, I') = \frac{I(s)}{s^2}.
\]

(436)

Hence the optimization problem can be written as

\[
\min \int_{0}^{\infty} J(s, I, I') ds \quad \text{s.t.} \quad \int_{0}^{\infty} G(s, I, I') ds = P.
\]

(437)

Next, we assume there is a unique interval \([s_1, s_2]\) for which power allocation is non-zero. Under this assumption, the objective function reduces to

\[
\mathcal{D}(I) = \int_{0}^{\infty} J(s, I, I') ds = \int_{s_1}^{s_2} \frac{f(s)}{I(s)^b} ds + F(s_1) + \frac{1 - F(s_2)}{I(s_2)^b},
\]

(438)

where \( F(s) \) is the CDF of the fading gain random variable, i.e., \( F(s) = \int_{0}^{s} f(r) dr \), and the constraint becomes

\[
P(I) = \int_{0}^{\infty} G(s, I, I') ds = \int_{s_1}^{s_2} \frac{1}{s^2} ds + \frac{I(s_2)}{s_2} - \frac{1}{s_1} = P.
\]

(439)

Then we can write the Lagrangian form \( L(I) = \mathcal{D}(I) + \lambda(P(I) - P) \). To find the extremal solution, we consider an increment \( q(s) \), and the increment of the Lagrangian functional is given by \( \Delta(q) = L(I + q) - L(I) \). By taking an increment \( q(s) \) with \( q(s_1) = q(s_2) = 0 \) as well as \( q(s) = 0 \) for \( s \notin [s_1, s_2] \), then the Euler-Lagrange equation ([59], pp. 42–50) requires

\[
J_I + \lambda G_I - \frac{d}{ds} [J_{II} + \lambda G_{II}] = 0,
\]

(440)

with

\[
J_I = \frac{-bf(s)}{I^{b+1}(s)}, \quad G_I = \frac{1}{s^2}, \quad J_{II} = G_{II} = 0.
\]

(441)
which further simplifies to

$$I(s) = \left( \frac{bf(s)s^2}{\lambda} \right)^{1/(b+1)}.$$  \hfill (442)

At this point, it is clear that for $I'(s) \geq 0$ to be true, which is necessary for $I(s)$ to be a valid solution, $f(s)s^2$ should have non-negative derivative in any interval such that (442) holds. In fact, for any interval that a positive rate is allocated to, $f(s)s^2$ should have strictly positive derivative such that $I(s)$ is strictly increasing. If there is only one interval over the support of $f(s)$ where $f(s)s^2$ has strictly positive derivative, then the single interval solution assumption is indeed true. Now, since $q(s_2)$ can be arbitrary, at this variable end ([59], pp. 25–29) a necessary condition for an extremum is

$$-b(1 - F(s_2)) + \lambda \frac{1}{s_2} = 0,$$  \hfill (443)

which gives

$$\lambda = \frac{bs_2(1 - F(s_2))}{I(s_2)^{b+1}}.$$  \hfill (444)

Since $I(s_1) = 1$, $\lambda = bf(s_1)s_1^2$, with the expression of $I(s)$ gives one boundary condition

$$1 - F(s_2) = f(s_2)s_2.$$  \hfill (445)

The lower bound $s_1$ is determined by the power constraint, from which we have

$$\int_{s_1}^{\infty} \frac{I(s)}{s^2} ds = \int_{s_1}^{s_2} \left( \frac{f(s)}{f(s_1)s_1^2} \right)^{1/(b+1)} s^{-2b/(b+1)} ds + \frac{1}{s_2} \left( \frac{f(s_2)s_2^2}{f(s_1)s_1^2} \right)^{1/(b+1)}$$  \hfill (446)

where in the second equation we split the integral into two parts partitioned by $s = s_2$. Hence, the unique extremal solution is

$$I(s) = \left( \frac{f(s)s^2}{f(s_1)s_1^2} \right)^{1/(b+1)},$$  \hfill (447)

with the boundary conditions specified by (445) and (446). To find the corresponding power allocation, define $T(s) = \int_s^{\infty} P(r)dr$. We derive from (447) that

$$T(s) = \int_s^{\infty} \frac{I(r)}{I(s)} dr - \frac{1}{s} = \left( \frac{f(s_2)s_2^2}{f(s)s^2} \right)^{1/(b+1)} \frac{1}{s_2} + \int_s^{s_2} \left( \frac{f(r)r^2}{f(s)s^2} \right)^{1/(b+1)} \frac{1}{r^2} dr - \frac{1}{s}.$$  \hfill (448)

Through some basic calculation, it can be shown that this is the same solution as that in [33]. Thus, the limit of the optimal solution of the discrete case in [33] indeed converges to the extremal solution derived through the classical variational method. Furthermore, the variational method derivation directly asserts that $f(s)s^2$ has a non-negative derivative for any positive power allocation interval. This condition was, however, lacking in the derivation in [33].

We consider the average achievable distortion for a SISO Rayleigh fading channel, with CDF $F(s) = 1 - \exp(-\frac{s}{\bar{s}})$, where $\bar{s}$ is the expected fading gain power. For this
distribution, the optimal power allocation is single interval continuous, and zero outside the interval $[s_1, s_2]$. That can be immediately observed from $f(s)s^2$ by taking its first derivative

$$\frac{d}{ds}f(s)s^2 = \left(\frac{2s}{s} - \frac{s^2}{s^2}\right) \exp\left(-\frac{s}{s}\right),$$

(449)

where $\frac{d}{ds}f(s)s^2 \geq 0$ on a single interval $s \in [0, 2\sigma]$. Then the upper bound $s_2 \in [0, 2\sigma]$ is determined by (445), which reduces to

$$\exp\left(-s_2\right) = \frac{s_2}{\sigma} \exp\left(-\frac{s_2}{\sigma}\right),$$

(450)

yielding $s_2 = \sigma$. Solving (446) gives the other boundary value $s_1$, denoted by $s_{1,\text{opt}}$, the condition (446) does not lead to an analytical expression, but can be solved numerically. Then, the general expression for $I(s)$ for the Rayleigh fading channel is given by

$$I(s) = \begin{cases} 1 & s \leq s_{1,\text{opt}} \\ \left(\frac{s^2}{s_{1,\text{opt}}} \exp\left(-\frac{s-s_{1,\text{opt}}}{s}\right)\right)^{1/(b+1)} & s_{1,\text{opt}} < s \leq \sigma \\ \left(\frac{s^2}{s_{1,\text{opt}}} \exp\left(-\frac{s-s_{1,\text{opt}}}{s}\right)\right)^{1/(b+1)} & s > \sigma \end{cases}.$$  

(451)

In Figure 35, the average distortion bounds for Rayleigh fading channels are demonstrated for three different values of bandwidth expansion values ($b = 0.5, 1, 2$). For every bandwidth expansion, the minimal average distortion of the outage approach and broadcast approach are compared. It can be noticed that the smaller $b$ is, the larger is the broadcast gain, which can be defined as the SNR gain of the broadcast approach over the outage approach for the same average distortion value. Thus, the benefit of the broadcast approach compared to the outage directly depends on the system design parameter $b$.
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6.4. The Information Bottleneck Channel

An interesting setting is the information bottleneck channel, the objective of which is the efficient transmission of data over a wireless block fading channel that is connected to a limited capacity reliable link. This setting is known as the bottleneck channel [198]. Two main broadcast approaches are considered for the bottleneck channel in [198]. The first is an oblivious approach, where the sampled noisy observations are compressed and transmitted over the bottleneck channel without having any knowledge of the original information codebook. This is compared to a decode-forward (non-oblivious) approach, where the sampled noisy data is decoded, and whatever is successfully decoded is reliably transmitted over the bottleneck channel. This work is extended for an uncertain bottleneck channel capacity setting in [199], where the transmitter is not aware of the available backhaul capacity per transmission and knows only its distribution. In both settings, it is possible to analytically describe the optimal continuous layering power distribution that maximizes the average achievable rate in closed-form expressions. The topic is covered in more details [200].

The Gaussian bottleneck problem is depicted in Figure 36. Consider a Markov chain of a random variable triplet $x - y - z$, related according to

$$y = h \cdot x + n,$$  (452)

where $x$ and $n$ are i.i.d, with $n \sim N(0, 1)$. The fading gain is $s = |h|^2$ fixed per transmission block. The SNR is $P \cdot s$, where $P$ is the transmission power $E[X^2] = P$. The fading gain $s$ distribution is known to transmitter and receiver as the broadcast approach [23] discussed earlier. The output $z$ of the bottleneck channel is a compressed version of the received signal $y$ under the bottleneck channel capacity $C$ constraint. The optimization problem can be formalized as

$$\max_{P(z|y), P(x)} I(x; z) \text{ s.t. } I(y; z) \leq C,$$  (453)

where $P(z|y), P(x)$ is the probability distribution of $z$ and $x$, respectively. If $x$ is Gaussian, then it is clear [226,227] that $y - z$ is also a Gaussian channel. Therefore, the maximization result of (453) is

$$C_{\text{Obliv}} = I(x; z) = \frac{1}{2} \log \left( \frac{1 + P|h|^2}{1 + P|h|^2 \cdot \exp(-2C)} \right),$$  (454)

which is a direct result of the rate-distortion approach. The output of the relay $y$ may be represented by quantizing its input

$$z = y + m,$$  (455)

where $P|h|^2 + 1$ is the variance of $y$ of the channel model (452). The quantization noise variance, denoted by $m$, is obtained by $I(z;y) = C$, i.e.,

$$E[m^2] = \frac{P|h|^2 + 1}{\exp(2C) - 1}.$$  (456)

The problem underhand is the reliable transmission rate from $x$ to destination with an oblivious relay that uses the bottleneck channel to send compressed versions of its input, without knowledge of the transmitter codebook.

For a DF non-oblivious relay, the relay can decode its input and then send the decoded data under bandwidth limitation $C$ over the bottleneck channel $y - z$. Hence, the minimum of two capacities provides the achievable transmission rate

$$C_{\text{DF}} = \min \left\{ \frac{1}{2} \log(1 + P|h|^2), C \right\}.$$  (457)
An alternative setting that generalizes the current model is a variable availability of the bottleneck capacity, which is common in cellular uplink transmission. This can be due to changing traffic loads over time on the network [212]. This means that the relay-destination bottleneck channel capacity \( C \) is a random variable. The source transmitter knows its distribution; however, like in the wireless fading channel, feedback to the transmitter is not available due to the capacity variability dynamics. If the relay perfectly knows, per received codeword, the bottleneck currently available capacity, it can adapt its data rate. However, if the relay has no access to the capacity per codeword, it may use successive refinement source coding [32] matched to the capacity distribution.

Consider a fading wireless link to \( y \), where \( s = |h|^2 \) is a unit variance block fading gain. It is assumed to change independently between codewords and remains fixed over a single codeword. The channel model of \( z \) is expressed by its block fading gain as

\[
z = \sqrt{\text{FPR}_{\text{eq}}} x + n,
\]

where \( n \) is a unit variance Gaussian noise. The equivalent fading gain \( \text{FPR}_{\text{eq}} \) is given by

\[
\text{FPR}_{\text{eq}} = \frac{s(1 - \exp(-2C))}{1 + s \cdot P \cdot \exp(-2C)},
\]

which is directly obtained from (456). It may be observed that \( \text{FPR}_{\text{eq}} \) is finite for \( s \geq 0 \), and at the limit of \( s \to \infty \) becomes

\[
\lim_{s \to \infty} \text{FPR}_{\text{eq}} = (\exp(2C) - 1) / P,
\]

and the ergodic capacity of the bottleneck fading channel is

\[
C_{\text{Obliv,Erg}} = \mathbb{E}_s \left[ \frac{1}{2} \log \left( 1 + P \cdot \text{FPR}_{\text{eq}} \right) \right],
\]

\[
= \mathbb{E}_s \left[ \frac{1}{2} \log \left( 1 + \frac{s \cdot P \cdot (1 - \exp(-2C))}{1 + s \cdot P \cdot \exp(-2C)} \right) \right].
\]

The continuous broadcasting approach solution is rather straightforward here. The channel model here can be expressed by equivalent fading gain \( v = \text{FPR}_{\text{eq}} \) from (459), which depends on the bottleneck channel capacity \( C \) and the distribution of the channel fading gain \( s \). In this bottleneck channel with oblivious relaying, the broadcast approach is optimized for a fading distribution \( F_{\nu}(u) \) of (459). Obtaining optimal power distribution can be derived directly. Clearly for high bottleneck channel capacity \( C \to \infty \), then \( \text{FPR}_{\text{eq}} \to s \).

A DF relay (non-oblivious approach) can decode the received signal \( y \), and reliably convey to the destination the decoded data under capacity limit \( C \). An ergodic upper bound of the bottleneck fading channel \( C_{\text{DF,Erg}} \) is not achievable for a block fading channel, as the transmitter has no CSI. It is beneficial to transmit a multi-layer coded signal for this channel model. The DF non-oblivious ergodic capacity is expressed as

\[
C_{\text{DF,Erg}} = \mathbb{E}_s \left[ \min \left\{ C, \frac{1}{2} \log (1 + sP) \right\} \right],
\]

where a single fading realization is assumed per transmission and decoding of a single codeword, for the slowly fading channel.
The continuous broadcasting approach for the non-oblivious DF approach can be optimized in the following way. A transmitted signal \( x \) is multi-layer coded in a continuum of layers. The received signal \( y \) is decoded layer-by-layer in a successive decoding manner. All the successfully decoded layers with a total rate up to \( C \), the bottleneck channel capacity, can be reliably conveyed over the bottleneck channel. The optimization goal is to maximize the average transmitted rate over the bottleneck channel in this block fading channel model. We formulate here the optimization of power density distribution function \( \rho_{\text{opt}}(u) \) so that the average transmission rate is maximized under the bottleneck channel capacity constraint.

**Proposition 16.** For the non-oblivious block fading bottleneck channel, the total expected average achievable rate of the broadcast approach is obtained by the following residual power distribution function

\[
I_{\text{opt}}(u) = \begin{cases}
\arg\max_{I(u)} \frac{1}{2} \int_0^\infty du (1 - F_s(u)) \frac{\rho(u)u}{1 + I(u)u} , \\
\text{s.t. } \int_0^\infty du \frac{\rho(u)u}{1 + I(u)u} \leq C ,
\end{cases}
\]

where \( F_s(u) \) is the CDF of the fading gain random variable, and \( C \) is the bottleneck channel capacity. The optimal power allocation \( I_{\text{opt}}(u) \) is given by

\[
I_{\text{opt}}(u) = \begin{cases}
P \frac{1 - F_s(u) + \lambda_{\text{opt}} - u f_s(u)}{u^2 f_s(u)} & u < u_0 \\
0 & u_0 \leq u \leq u_1 \\
1 & u > u_1
\end{cases}
\]

where \( \lambda_{\text{opt}} \geq 0 \) is a Lagrange multiplier specified by

\[
\lambda_{\text{opt}} = -u_1 \cdot f_s(u_1) - 1 + F_s(u_1) ,
\]

and for any \( \lambda_{\text{opt}} > 0 \),

\[
u_1^2 \cdot f_s(u_1) = \exp(2C) \cdot u_0^2 \cdot f_s(u_0) .
\]

Figure 37 demonstrates the achievable rates with a non-oblivious approach as compared to an oblivious approach for a bottleneck channel capacity \( C = 4 \) (Nats/Channel use). It can be observed here that in the high SNR region, the gain of the broadcast approach compared to single-layer coding is higher with a non-oblivious approach.

### 6.4.1. Uncertainty of Bottleneck Capacity

A common case in cellular uplink is a variable availability of backhaul capacity. This may be the result of variable loads on the network over time. Traffic congestion of internet data may lead to changing the availability levels of the backhaul [212]. On the bottleneck channel, this means that the relay-destination link capacity \( C \) is a random variable. It may be assumed that the transmitter is aware of the average capacity and its distribution. However, like the wireless fading channel, the capacity variability dynamics may not allow time for feedback to the transmitter. The following subsection considers the case that the relay is fully aware of the current bottleneck available capacity for each received codeword.
Consider a bottleneck channel with discrete capacity levels represented by $N$ random capacity values $\{C_i\}_{i=1}^N$, such that $C_1 \leq C_2 \leq \cdots \leq C_N$ with corresponding probabilities $\{p_{b,j}\}_{i=1}^N$, such that $p_{b,j} \geq 0$ and $\sum_{i=1}^N p_{b,i} = 1$. The average capacity of the bottleneck channel is

$$C_{\text{ave}} = \sum_{i=1}^N p_{b,i} C_i .$$ (468)

The broadcast approach can be derived here for an oblivious relay setting and under an equivalent fading gain distribution. Since the transmitter is not aware of the bottleneck capacity per codeword, and only knows its distribution, the following optimization flow is used for the continuous broadcast approach optimization. The combined equivalent channel viewed by the transmitter is

$$\text{FPR}_{\text{eq}}(s, C_b) = \frac{s(1 - \exp(-2C_b))}{1 + s \cdot P \cdot \exp(-2C_b)} , \quad \text{and} \quad s = |h|^2 .$$ (469)

The continuous broadcast approach is optimized for a fading distribution $F_{\mu}(u)$, where $\mu = \text{FPR}_{\text{eq}}(s, C_b)$ is the equivalent channel gain depending on the fading gain realization $s$, and bottleneck channel capacity $C_b$ available per codeword. The CDF of this fading gain is

$$F_{\mu}(u) = \sum_{i=1}^N p_{b,i} F_s \left( \frac{u}{1 - (1 + Pu) \exp(-2C_i)} \right) .$$ (470)

The main result here is expressed in the following proposition:

**Proposition 17.** The power distribution, which maximizes the expected rate over the oblivious bottleneck channel, is

$$I(x) = \begin{cases} \frac{1-F_p(x)}{x^2 f_p(x)} & , x_0 \leq x \leq x_1 , \\ 0 & , \text{else} \end{cases} ,$$ (471)
where $x_0$ is determined by $I(x_0) = P$, and $x_1$ by $I(x_1) = 0$. Furthermore, the broadcasting rate is expressed as function of the FPR$_{eq}$ distribution $F_{\mu}(s)$

$$R_{opt}(s) = \begin{cases} 
0 & \text{if } s < x_0 \\
\log(s/x_0) + \frac{1}{2} \log\left(\frac{f_\mu(s)}{f_\mu(x_0)}\right) & \text{if } x_0 \leq s \leq x_1 \\
\log(x_1/x_0) + \frac{1}{2} \log\left(\frac{f_\mu(x_1)}{f_\mu(x_0)}\right) & \text{if } s > x_1
\end{cases}$$

(472)

The derivation of this optimization is based on the analysis in [23] for characterizing the power distribution under an equivalent channel model that includes the relayed signal after compression to a rate which matches the bottleneck channel capacity. The channel model for the relayed signal $z$ can be expressed by its block fading gain, under an oblivious approach. Specifically,

$$z = \sqrt{FPR_{eq}} \cdot x + n,$$

(473)

where $n$ is a unit variance Gaussian noise, and FPR$_{eq}(s, C_b)$ is specified in (469). More details can be found in [200]. It is interesting to note here that although the relay can perform successive refinement source coding matched to backhaul capacity distribution, it does not help and cannot increase the expected achievable rate if the relay is informed with the available capacity per codeword.

An interesting problem arises when the wireless channel is fast fading, and bottleneck channel capacity is random. That is, the fading $h$ changes independently (i.i.d.) for every channel use. For long codewords, the ergodic nature of the channel can be utilized per transmitted codeword. Evidently, under a non-oblivious DF relay, the relay decodes the transmission, and then whatever possible is conveyed through the backhaul. The interesting part is the oblivious processing. Here, the relay should also convey the fading realizations $h$ and received signal $y$ to the destination, the best possible way. Hence, $h$ plays the role of the source to be conveyed with successive refinement. Furthermore, note that even if all $y$ is provided to the destination, unavailable fading realization vector $h$ makes the capacity behave as $\log\log(\text{SNR})$, as in the i.i.d. channel with unavailable fading at the transmitter and receiver. This problem is analyzed for a known bottleneck capacity in [228].

6.5. Transmitters with Energy Harvesting

As the last model in this section, we review the channel model of [229] in which the transmitter relies on an exogenous energy harvesting unit as its only source of energy. Energy harvesting has been evolving rapidly as a promising alternative to systems with lifetime-limited batteries. Communication systems empowered by energy harvesting units rely on ambient sources, which facilitate potentially perpetual sources of power [230–233]. Specifically, the recent advances in both the theory and implementation of energy harvesting circuitry has facilitated the growth in various wireless domains, e.g., ad-hoc networks [234], wireless body networks [235], wireless sensor networks [236], and radio frequency identification systems [237], which constitute the main technologies that IoT relies on.

By relying on harvested energy, the transmitter faces two sources of randomness due to the fading and energy arrival processes. The transmitter knows only the statistical descriptions of these processes while remaining oblivious to the actual realizations of both. We review the optimal distribution of power across information layers and over time in order to maximize the average rate that can be reliably sustained. An interesting observation is that allocation of power across layers and over time can be decoupled into two independent power allocation tasks, one specifying the allocation over time, and the second one optimizing the available power at any given time across different layers. Furthermore, both sub-problems can be solved optimally (under proper assumptions on the fading process).
To lay the context, consider transmission over a slowly-fading Gaussian channel. The channel undergoes block fading, where the fading gain is constant over a block of $n$ channel uses and changes independently across blocks. The block length $n$ is assumed to be sufficiently long such that under the given delay constraints (finite transmission duration), one codeword can be reliably transmitted to the receiver. The input-output relationship across $B$ fading blocks is given by

$$y_b^i = h_b \cdot x_b^i + n_b^i, \quad \forall \; i \in \{1, \ldots, n\}, \; b \in \{1, \ldots, B\},$$

where $x_b^i$ and $y_b^i$ are the transmitted and received symbols at time $i$ in block $b$, $h_b$ is the fading coefficient in block $b$, and $n_b^i$ accounts for the AWGN distributed according to $\mathcal{N}(0, 1)$. Denote the channel gains by $s_b = |h_b|^2$, for $b \in \{1, \ldots, B\}$, and denote the CDF of $s_b$, known to the transmitter, by $F_b : \mathbb{R}_+ \to [0, 1]$. Accordingly, denote the associated PDF by $f_b : \mathbb{R}_+ \to \mathbb{R}_+$. Finally, set $p_b^i = \mathbb{E}[|x_b^i|^2]$ as the transmission power at time $i$ in block $b$, and define $p_b$ as the aggregate power used in block $b$, i.e.,

$$p_b = \sum_{i=1}^{n} \mathbb{E}[|x_b^i|^2] = \sum_{i=1}^{n} p_b^i. \tag{475}$$

Let $g_b^i$ denote the amount of energy harvested during time slot $i$ of block $b$. Accordingly, corresponding to each block $b$ define the vectors $p_b = [p_b^1, \ldots, p_b^n]^T$ and $g_b = [g_b^1, \ldots, g_b^n]^T$. The transmitter is equipped with a battery whose capacity order dominates that of the harvested energy. This induces a set of power consumption constraints according to which the amount of energy consumption up to each time instant cannot exceed the harvested energy up to that point. Specifically, by defining

$$1_i = [1, \ldots, 1, 0, \ldots, 0]^T, \quad \forall \; i \in \{1, \ldots, n\}, \tag{476}$$

corresponding to each pair $b \in \{1, \ldots, B\}$ and $i \in \{1, \ldots, n\}$

$$\sum_{j=1}^{b-1} 1_i^T \cdot p_j + 1_i^T \cdot p_b \leq \sum_{j=1}^{b-1} 1_i^T \cdot g_j + 1_i^T \cdot g_b. \tag{477}$$

Based on this approach, when the aggregate transmission power over any transmission block is $p$ and the actual channel gain during that block is $s = |h|^2$, define $\rho(p, s)$ as the density of the power allocated to the information layer indexed by $s$. Hence, the amount of power allocated to realization $s$ is $\rho(p, s) ds$, and the amount of interference power imposed on the receiver designated to the channel realization with gain $s$ is

$$I(p, s) = \int_{s}^{\infty} \rho(p, u) du. \tag{478}$$

To satisfy the power constraint for the aggregate power split across different layers, the following condition must be satisfied.

$$I(p, 0) = p. \tag{479}$$

Based on such power allocation and interference terms, the average rate over all possible fading realizations within one transmission block is

$$R_b(p_b) = \int_{0}^{\infty} [1 - F_b(s)] \frac{s \cdot \rho_b(p_b, s)}{1 + s \cdot I_b(p_b, s)} \; ds, \tag{480}$$

Sum-rate optimization is constrained with the energy availability constraints in (477) and the aggregate power allocation constraint $I_b(p_b, 0) = p_b$. Hence, the optimal allocation
of power across information layers and over time is the solution to the following problem, which involves a stochastic guarantee on meeting the power constraints.

\[
\mathcal{R} = \left\{ \max_{\{p_b\}, \{p_b(s)\}} \sum_{b=1}^{B} R_b(p_b) \right. \\
\text{s.t. } P \left( \sum_{j=1}^{B} z_j^T \cdot p_j + z_i^T \cdot p_b \leq \sum_{j=1}^{B} z_j^T \cdot g_j + z_i^T \cdot g_b \right) \geq \eta, \quad \forall b, i . \quad (481)
\]

\[I_b(p_b, 0) = p_b, \quad \forall b
\]

\[p_b \geq 0, \quad \forall b
\]

6.5.1. Optimal Power Allocation Densities

Based on (481), for any given set of power allocation terms \( \{p_b : b \in \{1, \ldots, B\}\} \), the set of optimal densities can be found as the solution to

\[
\mathcal{P}(p_1, \ldots, p_B) = \left\{ \max_{\{p_b(s)\}} \sum_{b=1}^{B} R_b(p_b) \right. \\
\text{s.t. } I_b(p_b, 0) = p_b, \quad \forall b
\]

By noting the expansions of \( I_b(p, s) \) and \( R_b(p) \) in (478) and (480), respectively, we have

\[
R_b(p) = - \int_0^\infty \left[ 1 - F_b(s) \right] \cdot \frac{s \cdot \frac{\partial b(p,s)}{s}}{1 + s \cdot \eta_b(p,s)} \quad (483)
\]

Based on this characterization, for a given power allocation over time \( \{p_b : b \in \{1, \ldots, B\}\} \), we have

\[
I_b(p, s) = \begin{cases} 
1 - F_b(s) - \frac{1}{s}, & \ell_b \leq s \leq u_b \\
0, & \text{otherwise}
\end{cases}
\]

where \( \ell_b \) and \( u_b \) can be determined uniquely by solving

\[
I_b(p_b, \ell_b) = p_b \quad \text{and} \quad I_b(p_b, u_b) = 0 . \quad (485)
\]

The analysis directly follows the same line of arguments as in the setting without an energy harvesting transmitter. Based on the characterization of interference residual functions \( \{I_b : b \in \{1, \ldots, B\}\} \), the optimal rate over the fading block \( b \in \{1, \ldots, B\} \) at the fading state \( s \) is

\[
R_b(p_b, s) = \begin{cases} 
0 & \text{for } s < \ell_b \\
\int_0^{\frac{s^2 F_b(s)}{F_b(\ell_b)}} & \text{for } \ell_b \leq s \leq u_b \\
\int_{\ell_b}^{\frac{u_b^2 F_b(u_b)}{F_b(\ell_b)}} & \text{for } u_b \leq s
\end{cases}
\]

Subsequently, the average transmission rate over the fading block \( b \) with aggregate power \( p_b \) is

\[
R_b(p_b) = \int_{\ell_b}^{\frac{u_b^2 F_b(u_b)}{F_b(\ell_b)}} \frac{2}{s} \left[ \frac{1}{F_b(s)} + \frac{f_b(s)}{F_b(s)} \right] \cdot F_b(s) \quad (487)
\]

which can be used to show the interesting property that for any continuous CDF, \( R_b(p_b) \), it is non-decreasing and strictly concave in \( p_b \) [229].

6.5.2. Optimal Power Allocation over Time

Next, based on the given allocation of power across information layers and leveraging the key properties of \( R_b(p_b) \), i.e., concavity and being non-decreasing, optimal power distribution over time can be delineated. For this purpose, we present the solution to the
following problem studied in [238], which is a more general problem that subsumes both problems $R$ its special case.

$$ Q(\gamma) = \begin{cases} \max_{\{p_b\}} & \sum_{b=1}^{B} w_b(p_b) \\ \text{s.t.} & \sum_{i=1}^{b} p_i \leq \gamma_b \quad \forall \ b \\ & p_b \geq 0 \quad \forall \ b \end{cases} \quad (488) $$

where $\gamma = [\gamma_1, \ldots, \gamma_B]$ and $w_b : \mathbb{R}_+ \to \mathbb{R}_+$ is strictly concave and non-decreasing in $p_b$. Based on the expressions for $R_b(p)$, the sum-rate over block $b$ depends on the power vector $p_b$ only through its sum $p_b$, defined in (475). This implies that instead of enforcing the energy availability constraints in (477), we can equivalently enforce a constraint only on the aggregate power in each block. Hence, by defining

$$ \gamma_b = \sum_{i=1}^{b} g_i^T n_i, \quad (489) $$

the linear constraints in $R$ can be equivalently stated as the linear constraint in $Q$. The detailed steps of solving the problem (488) analytically and the attendant performance guarantees are discussed in details in [238], a summary of which is provided next.

In order to facilitate different steps in the analysis, define the following auxiliary problem, solving which is instrumental to characterizing the properties of interest. Corresponding to each pair $i$ and $j$ such that $1 \leq i < j \leq B$ define

$$ Q_{i\rightarrow j}(\gamma) = \begin{cases} \max_{\{p_b\}} & \sum_{b=i}^{j} w_b(p_b) \\ \text{s.t.} & \sum_{b=i}^{j} p_b = \gamma_j - \gamma_i \\ & p_b \geq 0, \quad \forall \ b \in \{i, \ldots, j\} \end{cases} \quad (490) $$

which has a unique globally optimal solution since the utility function is strictly concave.

6.5.3. Grouping the Constraints

The auxiliary term $\tilde{p}$ has a pivotal role in establishing the properties of $p$. Corresponding to $p$ we define the auxiliary vector $\tilde{p}$ by slightly modifying Algorithm 1. Specifically, by modifying line 1 to initiate the values of $\gamma_b$ according to $\gamma_b = \sum_{\ell=1}^{b} p_{\ell}$. This modified version of Algorithm 1 successively partitions the set of constraints $\{\sum_{\ell=1}^{b} p_{\ell} \leq \gamma_b\}$ into $d$ disjoint subsets of constraints. Specifically, it returns time indices $u_0 < u_1 < \cdots < u_d < B$, and partitions the set $\{1, \ldots, B\}$ into $d$ disjoint sets

$$ D_i = \{u_{i-1} + 1, \ldots, u_i\}, \quad \text{for} \quad i \in \{1, \ldots, d\}. \quad (491) $$

Furthermore, this algorithm computes the metrics $\{v_i : i \in \{1, \ldots, d\}\}$ and assigns $v_i$ to the set $D_i$. Once these sets are known, solving $Q$ reduces to solving a collection of smaller problems in the form of $Q_{u_{i-1} \rightarrow u_i}(\gamma)$ defined in (490). The properties of $\tilde{p}$ are formalized next.

**Theorem 17.** Given $p$ as the optimal solution to $Q$, vector $\tilde{p}$ satisfies all the constraints of $Q$. Furthermore, the vector $\tilde{p}$ satisfies $\sum_{b=1}^{B} w_b(\tilde{p}_b) \geq \sum_{b=1}^{B} w_b(p_b)$ and the equality holds if and only if $p = \tilde{p}$.

This establishes the optimality of $\tilde{p}$ generated by modifying Algorithm 1.
Theorem 18. If \( p \) is the optimal solution to the problem \( Q \), then \( \hat{p} \) generated by modifying Algorithm 1 is also optimal. Uniqueness of \( p \) indicates \( p = \hat{p} \).

Algorithm 1. Computing \( p \).

1: set \( \gamma_b \) according to (489) \( \forall b \in \{1, \ldots, B\} \).
2: initialize \( d = 0 \) and \( u_0 = 0 \),
3: while \( u_d \leq B - 1 \)
4: \( d \leftarrow d + 1 \)
5: set \( A_d = \{ u_{d-1} + 1, \ldots, B \} \)
6: for \( b \in A_d \)
7: \( y^{d,b} \) as the solution to \( Q_{u_{d-1} \rightarrow b} (\gamma) \)
8: \( q^{d,b} = \min \left\{ \frac{\partial q^i}{\partial y^j} (y^{j,b}) : i \in \{ u_{d-1} + 1, \ldots, b \} \right\} \)
9: end for
10: \( u_d = \arg \max_{b \in A_d} q^{d,b} \) (if not unique select the smallest)
11: \( v_d = \max_{b \in A_d} q^{d,b} \)
12: \( z_d = y^{d,u_d} \)
13: end while
14: for \( i \in \{1, \ldots, d\} \)
15: \( b \in D_i = \{ u_{i-1} + 1, \ldots, u_i \} \)
16: \( p_b = z_b \)
17: end for
18: end for

6.5.4. Dominant Constraints

By leveraging the results in the previous subsection, which partition the set of constraints into a collection of \( d \) disjoint constraint sets, additional properties for these sets of constraints can be concluded. Specifically, in each of the given \( d \) sets, it can be shown that one constraint holds with equality, which we refer to as the dominant constraint. These \( d \) dominant constraints are the only constraints needed to characterize the optimal solution \( p \). This property is formalized in the following theorem.

Theorem 19. Under the optimal solution \( p \), all the inequality constraints with indices included in \( \{ u_m : m \in \{1, \ldots, d\} \} \) hold with equality. Furthermore, the sequence \( \{ v_1, v_2, \ldots, v_d \} \) is strictly decreasing.

We remark that the set of indices \( \{ u_i : i \in \{1, \ldots, d\} \} \) and measures \( \{ v_i : i \in \{1, \ldots, d\} \} \) have significant physical meanings in power allocation. The elements of \( \{ u_i : i \in \{1, \ldots, d\} \} \) specify the time instances at which all the resources arrived by that time instance are entirely consumed. Furthermore, the second part of Lemma 19 establishes a connection among the derivative measures \( q^{d,b} \) and \( v_d \) defined in Algorithm 1. In particular, the measures \( \{ v_i : i \in \{1, \ldots, d\} \} \) are the derivatives of the utility functions at the optimal solution \( p \) over time.

6.5.5. Optimality of Algorithm 1

So far we have shown that if we modify Algorithm 1 such that instead of initializing the terms \( \gamma_b \) as defined in (489) we initialize them based on \( p \), then the output will be in fact the optimal solution \( p \). Next we show that initiating Algorithm 1 with either \( \gamma_b = \sum_{l=1}^d p_l \) or according to (489) yields the same output. The underlying insight is that closer scrutiny of Algorithm 1 shows that this algorithm depends on \( p \) primarily for determining the metrics \( \{ v_i : i \in \{1, \ldots, d\} \} \) and their associated constraint indices \( \{ u_i : i \in \{1, \ldots, d\} \} \). By invoking the result of Lemma 19, we next show that for determining the sets \( \{ v_i : i \in \{1, \ldots, d\} \} \) and \( \{ u_i : i \in \{1, \ldots, d\} \} \), alternatively, we can also initial-
ize $\gamma_b$ according to (489), based on which we can show that the outcome of Algorithm 1 will be, in fact, the optimal solution $p$. This observation is formalized in the following theorem.

**Theorem 20.** By setting $\gamma_b$ according to (489), Algorithm 1 generates the optimal solution of $Q$.

7. Outlook

We conclude this survey by providing an outlook for some of the key open or uninvestigated research directions.

**Single-user MIMO channel.** Designing an optimal broadcast approach for the general MIMO channel is still an open problem since the MIMO channel is a non-degraded broadcast channel [68,69]. Its capacity region is known for multiple users with private messages [50], and for two users with a common message [67]. However, a complete characterization of the broadcast approach requires the full solution of the most general MIMO broadcast channel with a degraded message set [21], which is not yet available (infinite number of realizations, for $H$ with Gaussian components), and hence suboptimal ranking procedures were considered. Various degraded message sets and transmission schemes with sub-optimal ranking at the receiver are studied in [23,70,71]. Formulation of the general MIMO broadcasting with degraded message sets and the optimization of the layering power distribution, which maximizes the expected rate, is stated in (71) and (73). This optimization problem does not lend itself to a closed-form solution and remains an open problem for future research. The framework analyzed in [239], which uses rate-splitting and binning, may be useful for the general broadcast problem with degraded message sets. It is shown in [240] that a tight upper bound might be obtained for the two users broadcast channel by adding an auxiliary receiver. Generalizing this work for multiple users may provide an efficient tool for obtaining outer bounds in general and on the MIMO broadcast approach.

The capacity region of a compound multiple-antenna broadcast channel is characterized under a particular degradedness order of users in [241]. The channel considered there has two users, where each user has a finite set of possible realizations. This again suggests that there is much room for further research to fully characterize the broadcast approach for the general MIMO channel. The majority of contributions discussed so far have considered Gaussian distribution for transmitted signals. It may be of interest to apply the broadcast approach to finite-input signals [242], or even binary-input channels [243]. This facilitates analyzing more practical settings and, in turn, obtaining tighter achievable bounds with the broadcast approach.

**Binary-dirty paper coding.** DPC has a pivotal role in Gaussian broadcast transmissions. Owing to its optimality for some settings (e.g., MIMO broadcast channel [50]), an interesting research direction is investigating the performance or operation gains (e.g., rate and latency) of using DPC instead of superposition coding in the settings discussed in Sections 2 and 6. From a broader perspective, binning techniques facilitate DPC to be effective beyond Gaussian channels. In particular, Marton’s general capacity region relies on the basic elements of binning [244], in the context of which the classical Gelfand–Pinsker [245] strategy can be interpreted as a vertex point [245]. The Gelfand–Pinsker strategy in the Gaussian domain becomes DPC [91,245]. The study in [246] addresses both binning and superposition coding aspects in a unified framework. Furthermore, this study also investigates mismatched decoding, which can account for the imperfect availability of the CSI at the receivers. It is also noteworthy that throughout the paper, we primarily focused on the notion of physically degraded channels and rank-ordering them based on their degradedness. Nevertheless, it is important to investigate less restrictive settings, such as less-noisy channels [94,247,248].
Secrecy. When considering the broadcast approach, it is natural to look also at secrecy in communications. Such an approach not only involves determining which decoded messages depend on the channel state, but it also involves determining those that are required to be kept secret [201,202,209,249]. This can be designed as part of the multi-layer broadcast approach.

Latency. There are various aspects in which delay constraints in communications may impact the system design, some of which were discussed in Section 2. There exists significant room for incorporating fixed-to-variable channel coding and variable-to-variable channel coding in the broadcast approach. In a way, this is a combination of variable-to-fixed coding (broadcast approach) and fixed-to-variable coding (that is, Fountain-like schemes). For example, some applications allow decoding following multiple independent transmission blocks, as considered in [87], and studied by its equivalent channel setting, which is the MIMO parallel channel [20]. Queuing theory can be used to analyze the expected achievable latency, as in [80]. An interesting observation is that layering often offers higher latency gains than throughput gains. The problem of resource allocation for delay minimization, even under a simple queue model as in [80], remains an open problem for further research. Similarly, a generalization of the queue model with parallel queues associated with multiple streams, each with a different arrival random process and a different delay constraint, is an important direction to investigate.

Connection to I-MMSE. It is well-known that the scalar additive Gaussian noise channel has the single crossing point property between the MMSE in the estimate of the input given the channel output. This property also provides an alternative proof to the capacity region of the scalar two-user Gaussian broadcast channel [250]. This observation is extended to the vector Gaussian channel [71] via information-theoretic properties on the mutual information, using the I-MMSE relationship, a fundamental connection between estimation theory and information theory shown in [250]. An interesting future direction is investigating the impact of I-MMSE relation on the broadcast approach.

Information bottleneck. Another interesting setting is the information bottleneck channel. In this channel model, a wireless block fading channel is connected to a reliable channel with limited capacity, referred to as the bottleneck channel [198,199]. In these studies, it is assumed that the transmitted signal is Gaussian, which made it possible to describe the optimal continuous layering power distribution in closed-form expressions. Extensions beyond Gaussian have both practical and theoretical significance.

One may consider the bottleneck channel setting, as depicted in Figure 36, where the transmitted signal is not necessarily Gaussian. Define the random variable triplet $x - t - z$ that form a Markov chain, and are related according to (452), i.e., $y = x + n$, where $x$ and $n$ are independent random variables, with $n \sim N(0,1)$ being real Gaussian with a unit variance. The transmitted signal $x$ distribution is subject to optimization, and $\text{SNR} = P \cdot s$, and $P$ are the transmission power $\mathbb{E}[x^2] = P$. The bottleneck channel output $z$ is a compressed version of $y$ adhering to a limited capacity of the bottleneck channel $C$, i.e., $I(y;z) \leq C$. It is of interest to maximize $I(x;z)$, with a maximizing probability that is not necessarily Gaussian, see for example [251]. It is conjectured in [252] that the optimal distribution maximizing $I(x;z)$ is discrete. The bottleneck channel may also consist of multiple independent relays connected through digital links to the destination, creating a distributed bottleneck. This setting is the CEO problem with logarithmic loss [253,254], and under this setting, the broadcast approach for multi-access channels [90] becomes very beneficial. With other loss functions, e.g., MMSE, the problem falls within source quality via broadcasting. Hence, the distributed bottleneck can also be viewed as source-channel coding problems with a distortion performance measure, as discussed in Section 6.3. A model with two relays, known as the diamond channel, is also interesting and relevant. In the oblivious non-fading
case, the optimal transmission and relay compression, together with joint decompression at the receiver, are known and characterized in [255]. For the non-oblivious diamond channel, only upper bounds [256], and achievable rates of the type discussed in [257] are available. It may also be interesting to consider the setting of recent work [258] and extend it to the case that no CSIT is available and consider a broadcast approach strategy for each user. Another possible direction is extending [211] to scenarios in which the variable backhaul links capacities \( \{ C_i \} \) are available only at the destination. Adapting the broadcast MIMO approach for the vector bottleneck channel [23,259] is another important direction.

**Implementation.** The actual implementation of the broadcast approach, in general, is a rich topic for further research. Evidently, as it is mainly associated with layered decoding, this can be done by a variety of advanced coding and modulation techniques such as the low-density parity-check (LDPC) codes and turbo codes. The work in [260] considers LDPC implementation in conjunction with rate-splitting (no CSIT) in the interference channel, and [261] provides bounds on LDPC codes over an erasure channel with variable erasures. Polar codes can be directly adopted for implementing the broadcast approach as their decoding is based on successive cancellations, and hence they naturally fit in the broadcast approach. Its efficiency has been demonstrated in the general broadcast channel [262,263], and further its ability to work on general channels without adapting the transmitter to the actual channel [264] demonstrates the special features that are central to the broadcast approach. Furthermore, its applicability to multiple description [265] make it a natural candidate that can be used for implementing joint source-channel coding via a broadcast approach. Polar codes may also be used to practically address the variable-to-variable rate channel coding, as it is suitable for variable-to-fixed channel coding as well as fixed-to-variable channel coding, as demonstrated in [266] for rateless codes. Power allocation across different information layers in special cases is investigated in [267], and there is room for further generalizing the results.

**Finite blocklength.** This paper focuses primarily on the asymptotically long transmission blocks. It is also essential to analyze the broadcast approach in the non-asymptotic block length regime. In such regimes, one could compromise the distribution of rates (asymptotic regime) with second-order descriptions, or even random coding error exponents, as there is a tradeoff between the error exponent rate of a finite block and the maximum rate. The practical aspects of communication under stringent finite blocklength constraints are discussed in [268].

**Identification via channels.** The identification problem introduced in [269] is another case of a state-dependent channel. Its objective is communicating messages over a channel to select a group of messages at the receiver. This is in contrast to Shannon’s formulation in which the objective is selecting one message. Many of the challenges pertinent to state-dependent channels and the lack of CSIT that appear in Shannon’s formulation are relevant for the identification problem as well. Recent studies on the identification via channels without the CSIT include [270].

**Mixed-delay constraints.** One major challenge in modern communication systems is heterogeneity in data type and their different attendant constraints. One such constraint pertains to latency, where different data types and streams can face various delay constraints. The broadcast approach investigated for addressing mixed-delay constraints in the single-user channel [84], can be further extended to address this problem in more complex settings (e.g., soft handoff in cellular systems [86] and C-RAN uplink [85]) while facing the lack of CSIT and in the context of fixed-to-variable channel coding [6] and fountain codes [271].

**Source coding.** Another application is source coding with successive refinement where side information at the receiver (Wyner–Ziv) can be different, e.g., another communications link that might provide information and its quality is not known at
the transmitter [272]. Another possible extension is the combination of successive refinements and broadcast approach [52].

**Caching.** In cooperative communication, it is common that relay stations perform data caching [273,274], and the transmitter has no information about what is being cached. This random aspect of the amount and location (for multi-users) of caching might play an interesting role in a broadcast approach for such a system.

**Algebraic structured codes.** The information-theoretic analyses of the networks reviewed in this paper generally are based on unstructured code design. In parallel to unstructured codes, there is rich literature on the structured design of codes with a wide range of applications to multi-terminal communication (e.g., multiple access and interference channels) and distributed source coding. A thorough recent overview of algebraic codes is available in [275].

**Networking.** All different settings and scenarios discussed in this article play important roles in communication networks. As a network’s size and complexity grow, the users cannot be all provided with the complete and instantaneous state of the networks. Specifically, in the future wireless systems (e.g., 6G), cell-based hierarchical network architectures will be dispensed with [276]. In such networks, acquiring the CSI at the transmitters will be impossible, in which case the broadcast approach will be effective in circumventing the lack of CSIT. Furthermore, network coding can be incorporated in the broadcast approach, as it can account for latency, general wireless impediments (e.g., fading), and various network models, e.g., the relay, broadcast, interference, and multiple-access channels [277].

Finally, we highlight that the broadcast approach’s hallmark is that it enables communication systems to adapt their key communication performance metrics (e.g., data rate, service latency, and message distortion) to the actual realizations of the communication channels. Such a feature is especially important as the size, scale, and complexity of the communication systems grow, rendering the instantaneous acquisition of channel realizations at the transmitters costly, if not prohibitive altogether. Adapting communication to unknown channels is an inherent property of communication systems in the pre-digital (analog) era, facilitating the mainstream adoption of broadcasting technologies for distributing audio and video contents. The broadcast technology instates this property in digital communication systems as well.
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**Abbreviations**
The following abbreviations are used in this manuscript:

- AF: amplify-and-forward
- AQF: hybrid amplify-quantize-and-forward
- AWGN: additive white Gaussian noise
- BCC: broadcasting coherent combining
- BIR: broadcasting incremental redundancy
- CC: coherent combining
- CDF: cumulative distribution function
- CDMA: code-division multiple access
- CF: compress-and-forward
CSI  channel state information
CSIT  channels state information at the transmitter sites
DC  delay constrained
DF  decode-and-forward
DoF  Degrees-of-freedom
DS  direct-sequence
DSL  digital subscriber line
FCSI  full CSI
FUU  fraction of undecodable users
HARQ  hybrid automatic retransmission request
HK  Han–Kobayashi
IR  incremental redundancy
LTSC  Long-term static channel
MAC  multi-access channel
MIMO  multiple input multiple output
MISO  multiple input single output
MMSE  minimum mean squared-error
NDC  non-delay constrained
OAR  outage approach retransmission
PDF  probability distribution function
PET  priority encoding transmission
QF  quantize-and-forward
RV  random variable
SDF  sequential decode and forward
SIC  successive interference cancellation
SISO  single input single output
SNR  signal-to-noise ratio
SINR  signal to interference and noise ratio
SR  successive refinement
SIMO  single input multiple output
SF  successive refinement
SDF  sequential decode and forward

Appendix A. Constants of Theorem 7

\[ b_1(u,v) = \min_{j \in J_1} \left\{ C(s_v \beta_{uv}, s_j B_1(j,u,v) + s_s B_2(j,u,v)) \right\}, \]
\[ b_2(u,v) = C(s_v \beta_{uv}, (s_v + s_t) B_3(u,v)), \]  
(A1)  
\[ b_3(u,v) = C(2s_v \beta_{uv}, 2s_s B_3(u,v)), \]  
(A2)  
\[ b_4(u,v) = C(s_u \beta_{vu}, s_t B_4(u,v) + s_u B_5(u,v)), \]  
(A3)  
\[ b_5(u,v) = C(2s_v \beta_{uv}, 2s_v B_3(u,v)), \]  
(A4)  
\[ b_6(u,v) = \min_{(j,k) \in J_3} \left\{ C(s_j \beta_{uv} + s_k \beta_{uv}, s_j B_6(k,u,v) + s_k B_7(k,u,v)) \right\}, \]
\[ b_7(u,v) = C(s_v \beta_{uv} + \beta_{uv}), (s_v + s_t) B_3(u,v)), \]  
(A5)  
\[ b_8(u,v) = C(2s_v \beta_{uv} + \beta_{uv}), 2s_s B_3(u,v)), \]  
(A6)  
\[ b_9(u,v) = \min_{(j,k) \in J_3} \left\{ C(s_j \beta_{uv} + \beta_{vu}, s_j B_4(u,v), s_k B_9(k,u,v)) \right\}, \]
\[ b_{10}(u,v) = \min_{j,k \in J_3} \left\{ C(s_j \beta_{uv} + \beta_{vu}, s_j B_8(u,v), (s_j + s_k) B_9(u,v)) \right\}, \]
\[ b_{11}(u) = C(s_u \beta_{uu}, (s_u + s_t) B_8(u,u)), \]  
(A7)  
\[ b_{12}(u) = C(2s_u \beta_{uu}, 2s_u B_8(u,u)), \]  
(A8)  
and

and
where we have defined

\begin{align}
b_1 &= p_1 \, C(s_1, 0) + p_2 \, C(s_2, 0), \\
b_2 &= q_1 \, C(s_1, s_2) + q_2 \, C(s_2, s_2), \\
b_3 &= q_1 \, \rho_i + q_2 \, \rho_j, \\
b_4 &= p_1 \, \rho_i + p_2 \, \rho_j, \\
b_5 &= q_1 \, C(s_1, 0) + q_2 \, C(s_2, 0), \\
b_6 &= p_{11} \, C(s_1, s_1) + p_{12} \, C(s_2, s_1) + p_{21} \, C(s_1, s_2) + p_{22} \, C(s_2, s_2), \\
b_7 &= p_{11} \, C(s_1, s_1) + p_{21} \, C(s_2, s_1) + p_{12} \, C(s_1, s_2) + p_{22} \, C(s_2, s_2), \\
f_1 &= q_1 C(s_1, 0) + q_2 \left[ C(s_2 \beta_{12}^1 s_1 + s_2 \beta_{22}^1) + C(s_2 \beta_{22}^1, 0) \right], \\
f_2 &= p_{11} C(2s_1, 0) + (p_{12} + p_{21}) C(s_1 + s_2, 0) + p_{22} C(2s_2, 0) - f_1,
\end{align}

Appendix B. Corner Points in Figure 16

The coordinates of the corner points of Figure 17 are specified as follows

\begin{align}
T : (0, b_1), & \quad U : (b_2, b_1), \quad V : (b_7, b_1), \quad W : (b_3, b_4), \\
X : (f_1, f_2), & \quad Y : (b_5, b_6), \quad Z : (b_5, 0),
\end{align}
and we have defined $i^* = \arg \max_i \mu_i$ and $j^* = \arg \max_j \rho_j$ for

\begin{align}
\mu_1 &= p_1 \left( C(s_1, 0) + p_2 \left( C(s_1 + s_2, 2s_1) + C(s_1, 0) \right) \right), \\
\mu_2 &= p_1 \left( C(s_1, 0) + p_2 \left( C(s_2, s_1 + s_2) + C(s_1, 0) \right) \right), \\
\rho_1 &= C(s_1, s_1), \\
\rho_2 &= C(s_1, s_2), \\
\hat{\mu}_1 &= C(s_2, s_1), \\
\hat{\mu}_2 &= C(s_2, s_2).
\end{align}
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