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ABSTRACT
Multi-sensor IoT devices enable the monitoring of different phenomena using a single device. Often deployed over large areas, these devices have to depend on batteries and renewable energy sources for power. Therefore, efficient energy management solutions that maximize device lifetime and information utility are important. We present SEMA, a smart energy management solution for IoT applications that uses a Model Predictive Control (MPC) approach to optimize IoT energy use and maximize information utility by dynamically determining task values to be used by the IoT device’s sensors. Our solution uses the current device battery state, predicted available solar energy over the short-term, and task energy and utility models to meet the device energy goals while providing sufficient monitoring data to the IoT applications.

To avoid the need for executing the MPC optimization at a centralized sink (from which the task values are downloaded to the SEMA devices), we propose SEMA-Approximation (SEMA-A), which uses an efficient MPC Approximation that is simple enough to be run on the IoT device itself. SEMA-A decomposes the MPC optimization problem into two levels: an energy allocation problem across the time epochs, and task-dependent sensor scheduling problem, and finds efficient algorithms for solving both problems. Experimental results show that SEMA is able to adapt the task values based on the available energy, and that SEMA-A closely approximates SEMA in sensing performance.

CCS CONCEPTS
• Networks → Network experimentation; Network measurement; Network performance analysis; • Computer systems organization → Sensor networks.
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1 INTRODUCTION
Multi-sensor IoT devices can be used to monitor different phenomena. Often deployed over large areas, these devices depend on batteries and renewable energy sources for power. Therefore, efficient energy management solutions are needed to maximize device lifetime while ensuring sufficient data is sent to the IoT application.

Various methods can be used to manage device energy efficiently including predicting renewable energy availability [11], adjusting task schedules [4], and adjusting workloads [12]. Examples of IoT deployments in the field include Signpost [1], a platform for city-scale sensing; FarmBeats [20], an IoT platform for data-driven agriculture and [16] a solution for monitoring soil moisture. SEMA uses task adaptation to maximize device operation throughout a 24-hour period, despite variability in the availability of renewable energy. Compared to [16], SEMA uses a less complex MPC-based approach. Further, SEMA-A can be implemented at the IoT device at low complexity, unlike [20] which has a centralized solution. Furthermore, SEMA considers the task energy requirements when optimizing the task values, unlike [1] which can leave some tasks energy starved while other tasks have excess energy.

This work presents SEMA, an adaptive, efficient energy management solution for IoT. It is based on the SEMA Stick hardware that we have developed, which is a portable multi-sensor platform that includes a low-power Raspberry Pi for computation. It also contains a small solar panel, a low-cost battery, and multiple sensors. Our SEMA algorithm uses the current battery state, predicted available solar energy, and task energy and utility models in an MPC-based algorithm to dynamically determine appropriate task values that maximize information utility while ensuring device energy goals are met. We divide the day into 15 min epochs and run our SEMA algorithm every epoch.

Since our MPC-based approach has to run on a centralized sink, and then have task values downloaded to the IoT device, it is not always practical for deployment. In view of this, we propose SEMA-Approximation (SEMA-A), a modified and efficient MPC Approximation approach that is simple enough to be run on the IoT device itself. SEMA-A decomposes the MPC optimization problem into two levels: an outer-level energy allocation problem, and an inner-level sensor scheduling problem. The energy allocation problem fairly splits the total available energy for the rest of the day into the remaining epochs and the sensor scheduling problem divides the epoch energy between all tasks. By exploiting the specific problem structure, we show that the outer-level energy allocation problem can be solved independently of the inner-level sensor scheduling problem, and at low complexity. Once the former is solved, the latter can be easily solved to obtain the optimal sensor task values. Due to space limitations, we present a high-level discussion of the proof, with the full proof and additional information in [14]. Experimental results show that SEMA adapts the task values effectively based on
the available energy. The results also demonstrate that SEMA and SEMA-A have very similar performance.

2 BACKGROUND AND RELATED WORK

Examples of IoT deployments include Farm Beats [20], an IoT solution for agriculture that uses sensors and drones to improve farm productivity. Their solution uses a base station with a weather-aware solar prediction algorithm and adjusts the duty cycle of different base station components to save energy. LoRaWAN based IoT networks are used in [5] and [19]. [5] focuses more on IoT service security, while [19] uses multi-sensor low-cost IoT devices to improve productivity in a vineyard.

[16] predicts the hourly soil moisture content to improve farm irrigation using a neural network approach. They use eleven distinct soil and environmental parameters and compare prediction results from two optimization techniques: Scaled Conjugate Gradient and BFGS Quasi-Newton. They then use the best optimization technique for predicting the hourly variation in soil moisture. The prediction results are forwarded to a fuzzy logic based weather model that determines the appropriate irrigation schedule depending on the weather at that particular location.

Signpost [1] is an example of a city-scale sensing platform with similar components as SEMA i.e. Signpost includes a solar prediction component, independent modular sensor components, and an energy management algorithm. Other examples of deployments include improving mushroom farming with Zigbee [13] and PotatoNet [9], which describes the experiences and challenges of an outdoor deployment.

There are many approaches for IoT energy management that adapt task values or workloads. [4] uses dynamic programming and schedules tasks based on energy availability. In their approach each task has multiple versions with different performance levels (QoS) and only one task version is selected for execution each epoch. Using the constraint of energy neutrality, their algorithm finds the task schedule that maximizes QoS. The solution space of possible solutions in their dynamic programming approach is reduced due to the number of time slots to be scheduled and the set of battery levels. Thus they have a pseudo polynomial time complexity of $O(KB_{\text{max}})$ where $K$ is the number of time slots and $B_{\text{max}}$ is the maximum battery level. They also propose a solar prediction algorithm that assumes the solar energy during the day follows a parabolic curve with no solar at the beginning and end of the day and peak solar at midday. They obtain historical daily total solar irradiance data for a geographical location from the NASA program RETscreen and use the zenith angle at each hour to determine the hourly solar irradiance.

[12] focuses on energy-neutral operations and recommends workloads be selected according to the current energy availability but do not implement their approach. In [11], the authors monitor path loss to determine efficient transmission power levels and using a predictive power management approach they then match the system power consumption to the average energy generation rate.

SEMA uses a simpler, less expensive MPC-based approach compared to [4] and [16]. It also adapts the workloads to the available energy similar to [12], [4] and [11], but at individual task level rather than at the overall duty-cycle level like [12]. The SEMA solar prediction adapts every epoch and is unique to an individual IoT device based on its battery state while [4] and [1] use the same solar predictions for all devices in the same geographical area. The SEMA solar prediction also does not require a lot of history or require weather data unlike [16]. It uses low-cost COTS devices and does not have a centralized design like [20]. Unlike [11] that adapts power transmission levels, SEMA adapts the task sensing parameters.

Model Predictive Control (MPC) [7] has been used to predict the behavior of a system over a finite time window using a system model. MPC is an advanced process control method that can handle systems with multiple inputs and multiple outputs with various interactions between the inputs and outputs. To drive the predicted output e.g. predicted battery state towards a reference value e.g. battery value at a given deadline, MPC solves an online optimization algorithm. The MPC optimization thus finds the optimal control action based on the dynamic system model and constraints that will allow the system to achieve the desired output. In an IoT context, MPC has been used for energy management to optimize power consumption and indoor thermal comfort. For example, MPC has been used for optimizing operations of indoor heating and cooling [8]. Heating, Ventilation and Air Conditioning (HVAC) [3] and smart wireless systems [17]. In SEMA we use MPC to optimize IoT device power consumption in an outdoor environment unlike [3] and [8] which operate in an indoor environment. In the solutions mentioned, MPC is executed in a centralized server. However, with SEMA we propose an MPC approximation approach that can be run autonomously on constrained IoT devices.

3 SYSTEM ARCHITECTURE

3.1 Overview

SEMA balances two competing objectives: limiting energy use to extend the device lifetime, and expending energy executing sensing tasks to satisfy the IoT application’s information requirements. We use four types of tasks: the video task which uploads one streaming video per epoch and varies the video duration $t_v$; the image task uploads one image per epoch and varies the quality $q$; the temperature and humidity tasks vary the number of measurements per epoch, $n_t$ and $n_h$, respectively.

Every epoch (15 mins), the SEMA algorithm determines the available energy for use at the IoT device. It does this by first measuring the current battery state to determine how much battery energy is left. Then it uses our solar prediction algorithm to determine the predicted solar energy available from the current epoch till the end of the prediction horizon (06:00 the next morning). The IoT device energy goal is to ensure that there is at least minimum energy remaining in the device at the end of the prediction horizon, i.e., the device does not shut down due to low energy before 06:00 the next morning. Therefore, considering the total available energy for use, the energy cost for each task, and the task information utility, SEMA uses the MPC algorithm to determine the appropriate task parameters to be used for the rest of the day that maximize information utility while meeting the energy goal.

The SEMA MPC approach is used during the day and at night a simple night-time algorithm is used since no solar energy is available. The night-time algorithm which is also executed every
epoch basically divides the total energy available overnight equally between the epochs and allocates the per epoch energy to the tasks using a weighted max-min approach. Since the algorithms are executed every epoch, they adjust the task values quickly to any solar prediction errors, weather changes, or unanticipated battery changes. When the MPC optimization result is infeasible or the energy per epoch in the night-time algorithm is insufficient to run tasks even at their minimum values, the minimum task parameters are used for that epoch.

Due to its complexity, the SEMA MPC algorithm is executed at a centralized node. Then, task values are downloaded onto the IoT device. However, this is not feasible for all deployments. Thus, we propose SEMA-Approximation (SEMA-A) which uses an MPC approximation algorithm that is simple enough to run on the IoT device itself. SEMA-A gives results close to the exact MPC approach.

3.2 SEMA Applications
The SEMA solution can be used in many application areas since it balances energy use and information utility. Examples of application areas include agriculture, wildfire monitoring, and environment monitoring in urban areas.

In agriculture, IoT devices can be used to monitor soil, environment, and crop conditions in a field. This data is then used for precision agriculture allowing farmers to provide a precise and appropriate response to any variability in the soil or crops. Using SEMA with multi-sensor IoT devices ensures that the devices remain operational overnight while monitoring data is still sent to the sink.

In the case of wildfire monitoring, SEMA can be used to monitor large areas and prolong device lifetime while providing sufficient data to ensure wildfires are detected early. Some existing solutions like Alert Wildfire [21] and High-Performance Wireless Research and Education Network (HPWREN) [6] use cameras mounted on wide area wireless network base stations to monitor for wildfires. These solutions are expensive to install and have to monitor very large areas. However, if the fire is far away from the base station camera, it may need to reach a significant size before it can be detected. The SEMA solution can be deployed on smaller IoT devices that can monitor smaller areas and forward data to the base station enabling fire detection earlier.

IoT devices used for monitoring the environment in urban areas may still use batteries and have renewable energy sources instead of relying on brown energy. SEMA can be a possible solution to manage device energy and information utility goals. Like Signpost [1], an IoT device running SEMA can have multiple independent sensors, use them to monitor various environmental parameters, and forward the data to a sink which can then provide the necessary targeted response.

The key features of SEMA are that it can balance energy use with the information goals of the IoT device. This makes the SEMA energy management solution very flexible and practical and can be used in different application scenarios.

3.3 SEMA Hardware Design
Fig 1 shows the SEMA Stick, a portable computational unit designed to work with the SEMA software. The hardware consists of a solar panel, a low-cost Lithium-ion battery, Raspberry Pi Zero W (RPZ), and a microcontroller. The SEMA stick has an auto-sensing switch that automatically switches between solar and battery energy sources. If the solar energy is too low to support the load (RPZ) then it switches to the battery as the energy source. The microcontroller contains multiple independent sensors such as temperature, humidity, and soil moisture sensors and the RPZ includes a camera to provide video and image data. The SEMA Stick is designed to work with the SEMA algorithm to modify the sensor operations in response to changes in the available energy.

Due to development costs, there are two constraints with the prototype design. First, the device cannot enter/exit low-power sleep states on demand, therefore, the device is always powered on. Second, since the device has a solar power component, the maximum energy that can be captured at the solar panel is the sum of the current energy required by the battery (for recharging) and the load (for running the RPZ and sensors). These two constraints have been taken into account in our design.

3.4 SEMA Algorithm Design
3.4.1 MPC Framework. SEMA uses a Model Predictive Control (MPC) approach [7] to optimize the task values during the day, while ensuring that the battery energy remains sufficient for the sensor to remain operational till the next morning without shutting down. SEMA runs every epoch and updates the task values based on the current battery state and solar prediction for the rest of the day; therefore it quickly adapts to changes in the environment. Let each task $k \in K$ be associated with a utility function $U_k$ and weight $w_k$ that captures the importance of the task compared to the others. Each task also has an energy cost $E_k$, and both $E_k$ and $U_k$ are a function of the task’s variable parameter represented by $f_k$. The parameter $f_k$ represents video duration $t_v$, image quality $q$, temperature measurement count $n_t$, and humidity measurement count $n_h$, respectively, for the four sensing tasks. Then the optimization run by MPC in every epoch can be represented as follows.

Figure 1: SEMA Stick Hardware Unit.
The MPC objective function expressed in Eq. (1) is to maximize the total information utility under the constraints given by Eqs. (2)-(5). Here, Eq. (2) represents the battery energy evolution, while Eqs. (3) and (4) show how the recharge rate \( R(n) \) is calculated. In Eq. (3), \( S(n) - \sum_k E_k(f_k(n)) - E_{base} \) represents the energy that is available for recharging the battery once the idle energy and energy for sensing tasks are accounted for. If no feasible solution to this MPC is possible then all task values are set to minimum. The first epoch \( (n=0) \) starts at 06:00 am and the last epoch \( (N=95) \) starts at 05:45 am the next morning.

### 3.4.2 Low-complexity MPC Approximation

The SEMA MPC problem is a complex question that may need to be solved by a convex optimization solver running at a remote sink, from which the computed task values for every epoch are downloaded to each IoT device. However, we would ideally like it run on the IoT device itself - for communication cost (energy) savings and applicability in scenarios where a central server may not be available. Towards that goal, we propose SEMA-Approximation (SEMA-A) which can run on IoT devices (runs in cubic time) and provides performance results similar to the SEMA MPC solution. SEMA-A decomposes the MPC optimization problem of Eqs. (1)-(5) into two levels by carefully approximating some of the constraints in Eqs. (3)-(4).

#### Bi-level decomposition

Let the vector of all sensing variables over all epochs be represented by \( f = (f_k(n), k \in \mathcal{K}) \), and let \( f \in F \) represent the constraints in Eqs. (2)-(5). Also let \( \sum_k E_k(f_k(n)) = g(n) \). Since the sensing variables \( f_k(n) \) appear in Eqs. (2)-(5) only in the form \( \sum_k E_k(f_k(n)) \), we can rewrite the constraint \( f \in F \) as \( g \in G \) where we obtain \( G \) by replacing the term \( \sum_k E_k(f_k(n)) \) in (3) by \( g(n) \). The optimization problem in (1)-(5) can be rewritten as,

\[
\max_{f_k(n) \geq f_{k,min}} \sum_{n=0}^{N-1} \sum_{k \in \mathcal{K}} w_k U_k(f_k(n)),
\]

subject to

\[
E(n) = \min \left\{ E(n) - 1 + R(n), E_{max} \right\}, \quad \forall n,
\]

\[
R(n) = \min \left[ S(n) - \sum_{k \in \mathcal{K}} E_k(f_k(n)) - E_{base}, R_{max}(n) \right], \quad \forall n,
\]

\[
R_{max}(n) = \frac{1}{E_{max}} E(n), \quad \forall n,
\]

\[
E(n) \geq E_{min}, \quad \forall n.
\]

In the above equations, \( E(n) \) is the battery state at the beginning of epoch \( n \), and \( E_{max} (E_{min}) \) is the maximum (minimum) battery energy level allowed at any time. The total energy needed by task \( k \) in epoch \( n \) is represented by \( E_k(f_k(n)) \), and \( S(n) \) is the total predicted solar energy available for use during epoch \( n \). Further, \( R(n) \) is the energy pushed into or taken out of the battery during epoch \( n \), and \( R_{max}(n) \) is the recharge limit. Energy used by the SEMA Stick when idle is \( E_{base} \). In the expression for \( R_{max} \) in Eq. (4), \( e \) is the epoch duration (seconds) and \( I \) is the current flowing in the battery in epoch \( n \). Maximum battery voltage \( \nu_{max} \) is 4.2V and \( f_{k,min} \) is the required minimum sensing level for sensing task \( k \).

The solution to the bi-level decomposition is splitting the available energy between different sensing tasks

\[
\max_{f_k(n) \geq f_{k,min}} V(g(n)),
\]

where \( V(g(n)) = \sum_{n=0}^{N-1} \sum_{k \in \mathcal{K}} w_k U_k(f_k(n)) \).

These two equations represent the bi-level decomposition and split the algorithm into two levels: (i) Energy allocation per epoch (EA), where we solve Eq. (6) and allocate the optimum energy \( g(n) \) across the epochs \( n \); (ii) Sensor scheduling within an epoch (SS), where we solve Eq. (7) for each epoch \( n \), dividing up the energy \( g(n) \) among the different sensing tasks \( f_k(n) \) in that epoch. The EA problem is solved once for the entire optimization period but the SS problem is solved for every epoch.

#### Energy allocation between epochs (EA)

The energy equations representing the tasks can be expressed or approximated as \( E_k(f_k) = E_k^0 + E_k^1 f_k \) (where constants \( E_k^0 \) and \( E_k^1 \) are determined through experimentation). Having the energy equations in this form indicates a linear relationship between the task variable parameter \( f_k \) and the task energy cost \( E_k \). Using this form enables us to rewrite the original MPC optimization to then solve the sensor scheduling component using a Lagrange multiplier approach. Further, the utility functions have the form \( U_k(f_k) = 1 - e^{-\alpha_k f_k} \) where \( \alpha_k \) depends upon the sensing task \( k \) (see [14] for details). We consider a constraint set with two constraints: lower bounds \( f_k(n) \geq f_{k,min} \) and a linear constraint \( \sum_k E_k^0 + E_k^1 f_k(n) = g(n) \). Algorithm 1 determines the solution that maximizes \( \sum_k U_k(f_k(n)) \) subject to the constraint \( \sum_k E_k^0 + E_k^1 f_k(n) = g(n) \) (see line 5 in Alg. 1) and has a complexity of \( O(K^2) \) per epoch, for \( K = |\mathcal{K}| \) sensing tasks. If the algorithm finds any resulting \( f_k(n) \leq f_{k,min} \) then the \( f_k(n) \) value is set to \( f_{k,min} \) and we repeat the process until all remaining tasks have \( f_k(n) > f_{k,min} \).

The equation in line 5 was determined by using Lagrange multipliers, setting the partial derivatives of the Lagrangian to be zero and solving for \( f_k \). The equation for determining \( f_k \) for the task is the sum of two parts. Let us refer to \( L_n(w_k U_k/E_k) \) as the task-dependent constant and \( \sum_k (E_k^1/\alpha_k) \) as the energy utility constant which is common for all tasks. The second part of the equation finds the extra energy available once the energy required to run all the tasks at minimum values has been subtracted. Using the task-dependent constant, the energy utility constant, and the calculated extra available energy, this part determines the amount to increase or decrease the task parameter value in order to apportion the extra available energy across the different sensors. The correctness of Algorithm 1 in computing the optimum solution in Eq. (7) is shown in [14].

#### Sensor scheduling within an epoch (SS)

The solution in line 5 was determined by using Lagrange multipliers, setting the partial derivatives of the Lagrangian to be zero and solving for \( f_k \). The equation for determining \( f_k \) for the task is the sum of two parts. Let us refer to \( L_n(w_k U_k/E_k) \) as the task-dependent constant and \( \sum_k (E_k^1/\alpha_k) \) as the energy utility constant which is common for all tasks. The second part of the equation finds the extra energy available once the energy required to run all the tasks at minimum values has been subtracted. Using the task-dependent constant, the energy utility constant, and the calculated extra available energy, this part determines the amount to increase or decrease the task parameter value in order to apportion the extra available energy across the different sensors. The correctness of Algorithm 1 in computing the optimum solution in Eq. (7) is shown in [14].

#### Lemma L.1

If \( R(n) = R_{max} \) \( \forall n \), then problem in (6)-(7) is equivalent to maximizing \( \sum_{n=0}^{N-1} V(g(n)) \), subject to \( g(n) \) satisfying

\[
E_{min} \leq E(n_0) + \sum_{n=n_0}^{N} S(n') - \sum_{n=n_0}^{N} g(n') \leq E_{max},
\]

\[
g(n) \geq \max[g_{min}, S(n) - R_{max}],
\]
The total time complexity of SEMA-A is $O(N^3+KN^2)$.

### 3.5 Complexity of SEMA and SEMA-A

The MPC optimization approach used in SEMA is a convex optimization problem. The time complexity of convex programming solutions depends on the degree of approximation desired, e.g., gradient-based algorithms typically require $O(1/\epsilon)$ time to attain a degree of sub-optimality $\epsilon$ (which we typically want to be small). In addition, solving convex optimization problems quickly requires a solver (such as Gurobi) with a large memory/storage footprint, which may be difficult to accommodate on IoT devices. In contrast, SEMA-A is able to solve the problem to a very close degree of optimality in cubic time, as described above.

A dynamic programming-based approach (such as in [4]) could also be developed to solve the MPC problem posed in Eqs. (1)-(5). However, due to the continuous nature of the state-action space, such an approach will suffer from the curse of dimensionality. The nature of the constraints present in the problem also makes the application of dynamic programming in this case less straightforward. In fact, the recursive algorithm for Energy Allocation described in Algorithm 2 can be viewed as a dynamic programming approach, where the SEMA-A approximations and specific structure of the problem are utilized to avoid the dimensionality issue, and solve the constrained dynamic programming problem at low complexity.

Another possible approach would be to use the neural network (NN) based solutions such as [16]. The time complexity of such solutions depends on different factors such as the type of algorithm used, learning rate, number of layers and neurons per layer, etc.,
and is not directly comparable with SEMA or SEMA-A in terms of complexity. However, the use of NN or other machine learning (ML) based approaches is justifiable when the problem is difficult to model or its parameters are difficult to estimate. But, that is not the case here. Further, ML-based algorithms would require extensive training over different solar energy profiles, making them difficult to quickly deploy or implement in SEMA devices. The SEMA-A algorithm with lower complexity and implementation requirements is an efficient and practical solution for managing energy at the IoT device when compared to the alternative approaches.

4 MEASUREMENT-BASED CHARACTERIZATION

Before we can evaluate SEMA, a few supporting algorithmic components are required which we summarize at a high level here.

4.1 Battery Energy Management

To estimate the current battery energy level we measure the current battery voltage \( V_b \) and then use voltage translation [2] and coulomb counting [18] to estimate the battery energy level. The current battery energy is given by \( E(n) = \frac{E_{\text{max}}(V_{\text{max}} - V_{\text{min}})}{(V_{\text{max}} - V_{\text{min}})} \), where \( E_{\text{max}} \) and \( V_{\text{min}} \) are the maximum and minimum voltage the battery should hold. These are set to 4.2V and 3.0V respectively. Every epoch, the current battery energy level, and the solar prediction results estimate how much energy is available for the device during the rest of the day. SEMA and SEMA-A then use this information to determine the task values and predict the battery energy levels over the remaining epochs.

4.2 Solar Energy Prediction

We use a simple solar energy prediction approach that assumes that the daily solar energy pattern follows a parabolic curve that can be represented by \( S = c - a(n - b)^2 \), where \( S \) is the solar energy at epoch \( n \), the peak energy \( c \) occurs at epoch \( n = b \) (mid-day), and \( a \) is an appropriately chosen constant. At every epoch, we run the solar prediction algorithm to determine new values for \( a \) and \( c \) and thus generate a new parabolic curve whose peak can be higher or lower than the previous epoch’s curve. From this curve, we can estimate the total solar available for the rest of the day. Fig. 2 illustrates the concept and shows the predicted solar curves \( S \) and \( S' \) at epoch \( n - \delta \) and \( n \) respectively. \( \delta \) is the number of epochs over which we use the history of the battery energy to estimate the amount of solar energy available during this epoch. The new values for \( a \) and \( c \) at epoch \( n \) are \( a' \) and \( c' \). These are calculated using Eq. 10 where, \( E'(n - \delta) \) and \( E'(n) \) are the measured battery energy at epochs \( n - \delta \) and \( n \). The battery energy values are calculated by measuring the battery voltage (see Section 4.1). Also, \( \delta = 1 \), since we run the solar prediction every epoch and \( F(n') \) denotes the total amount of energy used by the SEMA Stick in epoch \( n' \in [n - \delta, n - 1] \) to run all the tasks and provide base power for the device.

\[
\begin{align*}
    c' &= a' b'^2; \\
    a' &= \frac{E'(n) - E'(n - \delta) + \sum_{n=\delta}^{n-1} F(n')}{(n-\delta)^2} \\
    b' &= \frac{(n\delta) - (n\delta - b)^2}{3}
\end{align*}
\]

(Fig. 2: Solar energy prediction (at epochs \( n - \delta \) and \( n \)).

4.3 Task Utility and Energy Models

To measure the information utility for each task \( k \) we use a simple concave utility function of the form \( U_k = 1 - e^{-akf_k} \). Here, \( U_k \) is the calculated utility value for the task (value between 0 and 1), \( f_k \) is the variable parameter of the task, and \( a_k \) is a utility constant that is task-dependent and determined through tuning. This simple utility function increases as the task parameter value increases and the utility flattens out beyond a certain value of the task key variable, depending on the task. The value of \( a_k \) is selected so the utility even for the lowest value of \( f_k \) yields a practically useful sensor input. Thus, the information utility at the lowest task variable value for all the tasks is ~60% of the maximum information utility. For example, for the video task where the task variable parameter is video duration, longer videos have higher information utility, the utility flattens out as we approach the maximum video duration (i.e. 30s) and at the lowest video duration (5s) the utility is 0.632.

By adjusting the task variable parameters and measuring their energy use experimentally, the energy requirements for each task were determined and modeled. SEMA and SEMA-A algorithms described in Sections 3.4.1 and 3.4.2 use these energy and utility models when determining the appropriate task parameters. Please refer to [14] for more details regarding the models.

5 RESULTS AND EVALUATION

5.1 Metrics

The performance metrics we used capture how long the device can run, and the task values used. Since our energy goal is to ensure the device battery energy is at least at the minimum level or higher by 06:00 the next morning, we monitor and compare the actual measured battery (\( E_m \)) and the predicted battery level (\( E_p \)). For the task values we compare task values selected with SEMA and SEMA-A when using the predicted battery and actual battery energy levels.
5.2 Experimental Results

We placed a few SEMA sticks in an outdoor environment and obtained solar data and battery measurements for different scenarios i.e., sunny day, cloudy day, etc. Using these measurements and solar profiles, we run the SEMA algorithm to determine what the performance of SEMA would be on such days. We present the results for two days; a Partly Sunny day (Day 1 (Partly Sunny), and a Cloudy day (Day 2 (Cloudy)).

Fig. 3 shows the results for the Partly Sunny day (Day 1) where the solar energy was sufficient to charge the battery significantly. SEMA selects maximum task values most of the time. However, there is some task adaptation required in the morning around $09:00$, when energy for the SEMA Stick is still derived from the battery, due to low solar energy. The resulting low solar energy prediction causes SEMA to select lower task values. However, after two epochs, when the battery starts charging, higher solar energy predictions are made, and SEMA adapts to use higher task values. This allows the battery to last throughout the night.

Fig. 4 shows the results when using the Cloudy day solar profile (Day 2). Both the measured battery level $E_a$ and predicted battery level $E_p$ decrease during the day since the solar energy is insufficient to charge the battery. The graph also shows the task values selected based on $E_p$ (solid lines) and $E_a$ (dashed lines). The task curves generally follow the same pattern indicating that the SEMA predicted task values are close to what is possible with the actual measured energy. In cases where the predicted task values are higher than what is actually possible (see video task from $06:00$-$12:00$), SEMA auto corrects for this soon thereafter in the afternoon (see $12:00$-$18:00$) by reducing the task values to save energy. This shows that by adapting every epoch, SEMA is able to adjust to changes in the battery state and solar energy availability to ensure that the device’s energy goals are met.

5.3 Comparing SEMA-A with SEMA

Two SEMA Sticks were placed in an outdoor environment over a period of several months with one SEMA Stick running SEMA and the second running SEMA-A. We show results for one sunny day (Day 3 (Sunny)) where the solar energy during the day was high.

Fig. 5 compares $E_a$ and $E_p$ with SEMA (which runs the exact MPC) and SEMA-A (which runs the MPC approximation). In both cases $E_a$ and $E_p$ values are fairly close. The variations in the battery levels in the morning are due to changes in the solar energy available for charging the battery. The initial battery energy level was high and the solar energy during the day was also high enough to supply most of the energy needed for the sensors and for idle power. Therefore, in both cases, the battery was able to last throughout the night till the next morning. Fig. 6 shows the task values selected. Due to sufficient energy availability (high battery energy and high solar), maximum task values were used most of the time, with two notable exceptions. At around $06:15$, SEMA selected lower task values. This is because the Stick running SEMA had a slightly lower battery level (unlike the stick running SEMA-A), so it adapted the task values accordingly for that epoch. The second exception was at $06:00$ the next morning. As a new 24-hour period begins, both algorithms try to determine the task values to ensure the battery lasts for the next 24 hours. Since there was no solar overnight, the predicted solar is low and the current battery is not full. Thus, both algorithms switch to use minimum task parameters for this epoch. Both algorithms also have a similar battery level prediction error rate of approximately $1.66\%$ and $1.14\%$ for SEMA and SEMA-A respectively.
5.4 Adaptable SEMA with Aging Batteries

As batteries age, their performance sometimes degrades in an unpredictable manner. Since SEMA adapts to the current solar energy availability and battery state we experimentally compare the performance of SEMA with new and old batteries. The 3-year-old batteries were used regularly to run SEMA experiments including most of the experiments in this paper while the new batteries had seen limited use. We placed two SEMA sticks (with old and new batteries) next to each other on a sunny day and ran the MPC algorithm over a 24-hour period.

From Fig. 7 the predicted and measured battery values with the new batteries reduce much more smoothly. Due to age, the older batteries experience more voltage spikes which affect the battery state prediction. In addition, since the old battery can no longer charge fully, once the device is removed from a non-renewable power source at the beginning of the first epoch, the voltage drops significantly (compare the old and new results at 06:00 where the new battery maintains the charge). The task values selected are compared in Fig. 8. Since this was a sunny day, both SEMA Sticks were able to charge their batteries and could run with maximum task values for the full 24-hour period, although the SEMA Stick with the old battery had to adapt task parameters at the beginning of the day due to the voltage drop mentioned earlier. These results show that even when an IoT device experiences unexpected energy variations due to the hardware, e.g., due to battery aging, SEMA adapts to these changes and selects task values that enable the device to achieve its energy goals.

6 CONCLUSIONS

Multi-sensor IoT devices enable monitoring of different phenomena over large areas. Such devices typically use renewable energy sources and batteries, and need energy-efficient management solutions that maximize both device lifetime and information utility. This work presents SEMA, an adaptive and efficient energy management solution for IoT. SEMA uses the current battery state, predicted available solar energy, task energy, and utility models with an MPC-based approach to dynamically determine appropriate task values that maximize information utility while ensuring device energy goals are met.

Since the MPC approach has to run on a centralized sink and download task values to the IoT device, it is compute and communication intensive. We propose SEMA-A, an efficient MPC approximation approach that is simple enough to be run on the IoT device itself. SEMA-A decomposes the original MPC optimization problem into an energy allocation problem (splitting available energy into all epochs) and a sensor scheduling problem (dividing the epoch energy between all available tasks). Experimental results show that SEMA adapts the task values based on the available energy, and that SEMA and SEMA-A have very similar performance.
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