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Abstract— To address increasing power densities in high
power electronic devices, microchannel systems operating in
the two-phase regime have been explored in recent years for
high heat flux cooling applications. However, flow and ther-
mal oscillations, frequently present in two-phase microchannel
cooling, may severely compromise the cooling performance and
system integrity. This paper considers the thermal-fluid control
of a microchannel evaporator by regulating the inlet flow rate
using a pump. The control objective is two-fold: stabilize the
fluid flow and maintain a low evaporator wall temperature. The
first objective is easily achieved with a proportional feedback of
flow acceleration. The second objective is more challenging as
the achievable wall temperature depends on the heat transfer
coefficient which in turn depends on the flow rate and heat
load and is typically not well characterized. In this paper, we
present an adaptive extremum seeking control law which first
uses the wall temperature measurement to estimate the heat
transfer coefficient, and then adjusts the flow rate to maximize
this estimate. Simulation results demonstrate the efficacy of the
proposed scheme.

I. INTRODUCTION

Effective and efficient thermal management of next-

generation electromagnetic systems, defense radars, all-

electric ships/vehicles, and supercomputers is attracting more

attention due to the high power-density bottleneck and high

energy efficiency requirement [1], [2]. The peak heat dissipa-

tion rate of next-generation electronic systems is expected to

exceed 1000 W/cm2 [3], [4], while the surface temperature of

most microelectronics has to be maintained below 85 ◦C for

reliability [4]. For such high transient heat flux applications,

conventional cooling solutions are inadequate, as the typical

worst-case design would be inefficient and costly. Two-

phase microchannel cooling, combining boiling heat transfer

(utilizing the latent heat of vaporization) and a large surface

area, offers the tantalizing potential of a highly efficient

cooling solution [3]–[9].

However, two-phase cooling systems are prone to various

flow boiling instabilities. Flow oscillations may trigger severe

structural vibration, premature initiation of the critical heat

flux condition, large wall thermal stress fluctuations, and

harmful thermal fatigue [6], [10], [11]. Reduction or elimina-

tion of potential two-phase flow instabilities is a pre-requisite

for the deployment of any two-phase cooling system [1].

Flow rate and temperature measurements offers the possibil-

ity of stable operation through feedback. However, the plant

models are highly nonlinear and inaccurate. The performance

of conventional model-based control (e.g., model predictive

control) may suffer as a result.

This paper builds on our prior work on the modeling

and control of microchannel flow instabilities [12]–[14]

to include the evaporator wall temperature dynamics. The

system is one-way coupled: flow dynamics affects the heat

transfer coefficient, but the thermal subsystems does not

affect the flow subsystem. The dependence of the heat

transfer coefficient on the flow rate is highly nonlinear – low

in the single phase region (vapor for low flow rate and liquid

for high flow rate) and high in the two-phase region where

the operation is desired. Furthermore, it also depends on the

heat load and the flow rate. The challenge is to determine

the optimal operating point without a precise model. Our

approach is to first stabilize the flow subsystem and then

adjust the flow rate to maximize the heat transfer coefficient

for the optimal thermal system. We draw the inspiration

from extremum seeking control, which is a long-established

model-free method to adjust the input to adaptively seek out

the maximum of some objective function [15]. In contrast

to the standard extremum seeking formulation, we do not

have the direct measurement of the performance index of

interest, i.e., the heat transfer coefficient. Instead, we use

the wall temperature measurement to first estimate the heat

transfer coefficient and then adjust the flow rate in a simple

hill-climbing algorithm.

In this paper, we first introduce the two-phase flow char-

acteristics in microchannels. Next, we develop the dynamic

thermal-fluid model of microchannels, in part based on the

experimental oscillatory flow and thermal transient data.

The main result of the paper is on flow stabilization and

maximization of the heat transfer by adjusting the inlet flow

rate based on the wall (electronics surface) temperature and

flow rate measurements.

II. TWO-PHASE FLOW CHARACTERISTICS

To quantify flow boiling characteristics in uniformly

heated channels, a lumped momentum balance is applied to

two-phase flow in a horizontal channel

dṁ

dt
=

A

L
(∆PS −∆PD) , ∆PS = P0 −Pe (1)

where ṁ is the mass flow rate, ∆PS is the supply pressure

drop, P0/Pe are the inlet/exit fluid pressures, and the demand
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pressure drop, ∆PD, includes both the acceleration and fric-

tional pressure drops, and is dependent on the channel flow

rate and imposed heat load.

A key attribute of a heat exchanger is its pressure-drop

demand curve, characterized as a function of mass flow

rate for constant heat flux (i.e., ∆PD(ṁ,q)). When the flow

rate is high, the flow is single-phase liquid. As the mass

flow rate is reduced while other conditions are unchanged,

boiling will commence. Further reduction in the flow rate

will gradually cause vigorous boiling. Since frictional and

acceleration pressure drops tend to increase as the void

fraction (or flow quality, i.e., the portion of vapor in the

two-phase mixture) increases, the pressure-drop will reach a

minimum before starting to increase as flow rate continues to

decrease. This region of negative slope in the demand curve,

corresponding to the two-phase flow, is the key source of

instability (and hence operation challenge) of two-phase heat

transfer systems [11], [16].

For a constant supply pressure, (1) is first order and the

flow stability is determined by the slope of the demand curve

(this instability mechanism is known as the Ledinegg insta-

bility) [12]. In the presence of a compressible volume, the

system dynamics becomes second order, and flow oscillation

may occur (known as the pressure-drop instability) [13]. For

multiple parallel channels, the individual channel flow may

not be uniform (known as the parallel-channel flow mal-

distribution) [17], [18].

III. THERMAL-FLUID MODEL

Large pressure-drop and thermal oscillations have been ob-

served in several experimental studies due to the existence of

appreciable compressibility in the two-phase flow loop [13],

[14]. Flow oscillations can trigger thermal oscillations and

transient burn-out in microchannels, and the large amplitude

fluctuations in the microchannel wall temperature result in

significant thermal stresses and harmful thermal fatigue. A

pressure-drop flow oscillation model was developed in [13]

to analyze the two-phase flow dynamics in microchannels.

This paper focuses on the thermal oscillations which directly

affect the transient cooling capacity and energy transport

efficiency.

To characterize the compressible volume, an equivalent

surge tank was assumed to be located upstream of the flow

boiling channels as shown in Fig. 1. Moreover, two virtual

restriction elements are used to represent the combined

flow resistance from the supply pump to the main boiling

branch and the surge tank. Notice that a lumped boiling

channel has been used to represent the whole microchannel

heat sink, since the experimental pressure fluctuations are

measured between the inlet and outlet manifolds of the

microchannel cold plate. As indicated in the flow loop [13],

the microchannel flow meter is placed before the boiling

channel in Fig. 1, because the pressure drop across the

microchannel flow meter is significant in the experiments.

Fig. 1. Schematics of a boiling channel with an upstream surge tank

A. Pressure-Drop Oscillations

As shown in Fig. 1, the inlet mass flow rate of the overall

system is ṁ0 = ṁ + ṁs, where ṁ is the flow rate in the

boiling channel and ṁs the flow rate into of the surge tank.

In the tank, the gas is assumed to be inert and polytropic,

thus, the pressure Ps and the gas volume Vs satisfy, Ps ·V
n
s =

constant, where n is a fixed polytropic index of expansion.

The volume change of the compressible gas in the surge tank

is proportional to the upstream liquid inflow with density ρ f ,

that is, ṁs =−ρ f ·dVs/dt. Note that the boiling channel exit

pressure Pe and temperature are maintained at a constant

value by an external temperature controller immersed in the

downstream reservoir.

Combining mass balance with the momentum balance (1),

the overall pressure-drop flow model may be written as [13]:

I
d2ṁ

dt2
+

d(∆Pc)

dṁ

dṁ

dt
+Csṁ = Csṁ0, Cs =

nPs

ρ fVs

> 0 (2)

where the overall pressure drop, ∆Pc, in the main branch

includes the pipe, flow meter (FM), and microchannel (MC)

pressure drops, ∆Pc = ∆Pr + ∆PFM + ∆PMC, ∆Pr = γ · ṁ is

the pressure loss due to flow resistance upstream the flow

meter, ∆PFM = α1ṁ + α2 is the flow meter pressure drop,

and ∆PMC is the microchannel pressure drop. We model the

microchannel pressure drop as

d(∆PMC)

dṁ
= δ (ṁ− ṁa)(ṁ− ṁb) . (3)

More complex model is possible, but this simple quadratic

function captures the essence: The negative portion of the

parabola, ṁa < ṁ < ṁb, corresponds to the two-phase flow

exiting the evaporator, and the two positive ends of the

parabola, ṁ > ṁb and ṁ < ṁa correspond for subcooled

liquid and superheated vapor.

Using the experimental flow measurements in a mi-

crochannel heat exchanger testbed, a flow model has been

identified [13]. The phase portrait of supply pressure drop

vs. mass flow rate is shown in Fig. 2 indicating that the

proposed model structure is able to capture the system-level

dynamic flow oscillation pheonomenon.

B. Thermal Oscillations

To characterize thermal oscillations, the lumped energy

balance approach is used to model the microchannel wall

temperature dynamics:

CpwρwAwLw

dTw

dt
= q−αwSw

(

Tw −Tf

)

(4)
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ṁ (cg/s)

∆
P

M
C

(k
P
a)

 

 

←Superheated

Two−Phase        

       ↓

Subcooled→

experim’t

numerical

charact’rs

Fig. 2. Steady state flow characteristics and phase portrait comparison of
pressure drop flow oscillation [13]

where CpwρwAwLw is the microchannel wall thermal inertia,

Sw the microchannel wall surface area, Tf the system fluid

temperature (assumed to be constant in the two-phase regime,

which follows from the assumption that Pe is constant), and q

is the imposed heat load. By using the testbed parameters and

transient wall temperature measurements, one can calculate

the time-varying heat transfer coefficient (HTC), αw, from

(4), as shown in Fig. 3. To characterize the transient HTC,

a correlation was developed in [14]:

αw = c1 ·Boc2 ·Wec3 ·Φ ·
k f

Dh

(5)

Bo =
Aq′′

ṁ ·h f g

, We =
ṁ2

·Dh

A2ρ f ·σ f

(6)

log(Φ) = c4

(

ṁ

ṁ0

)3

+ c5

(

ṁ

ṁ0

)2

+ c6

(

ṁ

ṁ0

)

(7)

where Φ is the two-phase heat transfer multiplier, and ci, i =
1, . . . ,5, are the model parameters to be determined In this

study, it is found that the effect of Weber number, We,

is negligible. The heat transfer model validation/prediction

result is illustrated in Fig. 3.
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Fig. 3. Heat transfer coefficient comparison for oscillatory flows between
experimental data and numerical calculation based on the identified corre-
lation

C. Thermal-Fluid Modeling

The combined thermal-fluid model is of the following

form:

d2ṁ

dt2
+

1

I

[

d∆PMC

dṁ
+α1 + γ

]

dṁ

dt
+

Cs

I
(ṁ− ṁ0) = 0 (8)

I
dṁ

dt
= ∆PS

MC −∆PMC(δ , ṁa, ṁb,e) (9)

βCpwρwAwLw

dTw

dt
= q−αwSw

(

Tw −Tf

)

(10)

where ∆PMC is given by (3), e is the integration constant,

and β represents the uncertainty in the microchannel wall

thermal inertia and the potential thermal loss in the mi-

crochannel heat sink. The experimental testbed provides

three sets of measurements: flow meter pressure drop ∆PE
FM ,

microchannel pressure drop ∆PE
MC, and microchannel wall

temperature, T E
w . In the thermal-fluid model, we select the

parameters (I,δ , ṁa, ṁb,γ,Cs,e,β ) to fit the model response

to the experimental data (the rest of the parameters are

obtained from direct physical measurements).

The comparison between experimental and simulation

results is shown in Fig. 4 for the specified conditions

(heat load q = 60W, pump voltage Up = 0.38V). Two other

independent data sets (with higher pump voltage, Up = 0.40V

and 0.42V, and higher inlet mass flow rate) are also used to

evaluate the predictive capability of the model. As shown

in Fig. 5, in both cases, the HTC prediction matches well

with the experimental data. For the single-phase laminar

flow, Nusselt number, Nu, is constant [5], [19]. With the

thermal conductivity k f , we can calculate HTC from αw =
Nu · k f /Dh to assess our model quality for extrapolating

the HTC prediction range. For saturated vapor flow, the

HTC based on [5] is 1369W/m2-C, while our HTC model

prediction is about 1340W/m2-C for very low mass flow rate.

The available HTC correlation for subcooled flow can be

used to build the global heat transfer characteristics. The full

range of the heat transfer characteristics under both stable

and oscillatory flow conditions is shown in Fig. 5.
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Fig. 4. Comparison between experimental data and identified model
response for Flow meter (FM), microchannel (MC) pressure-drop, and wall
temperature

Fig. 5 shows that the subcooled flow directly transitions
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to film boiling [19] under relatively low flow rate. Once the

flow rate is increased, nucleate/convective boiling becomes

dominant, and the heat transfer performance is significantly

enhanced. When the flow rate is further increased, the

imposed heat load would not be enough to boil the fluid.

Therefore, the heat transfer coefficient for single-phase liquid

will decrease again since the thermal conductivity decreases

with increasing flow rate for a fixed heat load. However,

in the low-medium flow rate range, experimental data are

limited because nucleate flow boiling is very sensitive to

operating conditions, therefore large uncertainties are associ-

ated with the resulting boiling heat transfer model. In general,

the nucleate or convective boiling has superior heat transfer

performance, but it is very challenging to characterize accu-

rately.
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Fig. 5. Heat transfer characteristics (HTC, αw, versus mass flux, G = ṁ/A).
Symbols indicate experimentally obtained HTC values.

IV. ACTIVE THERMAL-FLUID CONTROL

The objective for an electronics cooling system involves

optimal cooling performance (maximum heat removal sub-

ject to desired wall temperature) while minimizing the sup-

ply pump power for working fluid circulation. Although

microchannel two-phase cooling can provide a promising

solution, microchannel heat exchangers are prone to various

boiling flow instabilities especially pressure-drop flow and

thermal oscillations, which would lead to significant opera-

tional problems. We pose the active cooling objectives as:

maintain stable two-phase flow, optimize transient cooling

performance, maintain safe heat source (silicon) wall tem-

perature, and minimize the supply pump power consumption.

A. Thermal-Fluid Control Model

Based on the boiling flow model (2) and the wall thermal

model (4) with (5)-(7), the micro-thermal-fluid dynamics

can be simulated to evaluate the active cooling performance

of the designed control system. The pressure-drop flow

oscillation model (2) may be written in the following state

space form:






ẋ1 = x2

ẋ2 = −d · x1 − f (x1,q) · x2 +d ·u
(11)

where x1 = ṁ, d = Cs/I > 0, and f (ṁ,q) may be negative or

positive corresponding to two-phase and single-phase flow

regimes under a certain heat load q.

We write the thermal equation as

ẋ3 = κ1 ·q−κ2 ·g(x1,q) · x3 (12)

where x3 = Tw−Tf , κ1 = 1/Iw, κ2 = Sw/Iw > 0, and the heat

transfer coefficient, αw = g(x1,q) > 0.

The control objective is to choose u to stabilize the

system (i.e., drive ẋi, i = 1, . . . ,3, to zero) and maintain

wall temperature below a specified level, x3 < x3max . The

cooling performance of the system is typically given by the

coefficient of performance (COP) based on the steady state

operation:

COP =
q

x1∆Pc(x1,q)/ρ f

(13)

where ∆Pc(x1,q) = ∆Pr(x1)+∆PFM(x1)+∆PMC(x1,q). At the

steady state, q is a function of (x1,x3) and satisfies the

implicit equation

q =
κ2

κ1
g(x1,q)x3. (14)

To find the optimal steady state flow rate, one would solve

x1 to maximize the COP (13) with x3 = x3max . However, the

expressions for g and ∆PMC are highly uncertain, hampering

a direct static optimization approach. Instead, we will solve

the suboptimal problem of first finding x1 to maximize the

HTC g for a given constant q. This would give the lowest

achievable x3. The procedure is repeated with the heat input

q gradually increased until x3 reaches x3max . A separate

flow stabilization loop will be used to achieve the required

x1 in this procedure. Since the dynamics of the thermal

subsystem is typically much slower than the flow subsystem,

the time scale separation would allow the two controllers

to be combined to maintain the over system stability and

performance (as in the backstepping approach [20]).

B. Thermal Control to Maximize HTC

We will first consider only the thermal control problem

(12) with a constant (but unknown) q, x1 as the control

variable, and x3 as the measured output. Our goal is to find

x1 to maximize g(x1,q), without the explicitly knowledge of

g (the only property we assume is that g is positive and uni-

modal). This is a good candidate for the extremum seeking

control, but g is not directly measurable. Therefore, we use

an alternate method by first estimate g by using x3 and the

dynamics (12), and then apply a simple gradient hill climbing

algorithm to maximize this estimated g. For a constant x1,

(12) is linear in two constant unknown parameters, q and

g. This may be readily solved either in batch or recursive

mode. We use the following simple strategy of converting

the problem into a linear least square problem. First multiply

both sides of (12) by x3 to obtain

1

2

d
(

x2
3

)

dt
= κ1qx3 −κ2gx2

3. (15)
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Integrate both sides for one time period, from tk−1 to tk. Then

we have

1

2
x2

3(tk)− x2
3(tk−1) = κ1q

∫ tk

tk−1

x3(t)dt −κ2g

∫ tk

tk−1

x2
3(t)dt.

(16)

Collecting the equations over multiple samples, one can

direct solve for q and g.

To implement the hill climbing algorithm to maximize g,

we use a simple finite difference estimate of
∂g
∂x1

. The entire

algorithm is summarized below:

1) Impose a positively-perturbed move x1p for a certain

time interval, estimate the corresponding unknown gp

and qp from the linear least square problem based on

(16).

2) Impose a negatively-perturbed control move x1n for a

certain time interval, estimate the corresponding un-

known gn and qn from the linear least square problem

based on (16).

3) Approximate the gradient of g by the finite difference:

∂g

∂x1
≈

gp −gn

up −un

. (17)

4) Apply the gradient algorithm to adjust x1:

∆x1 = λ sgn

(

∂g

∂x1

)

. (18)

5) Wait until the system reaches a steady state, then repeat

Step 1.

The application of the above algorithm is illustrated in

Fig. 6. Note that the estimates for the constant heat load

and HTC in each identification/gradient-update step follows

closely the actual parameters used, as shown in Fig. 7. The

wall temperature continues to decrease until the heat transfer

coefficient reaches its maximum. Note that the physical

modeling from the previous section is only used in simulation

but not in the controller implementation.

0 50 100 150 200 250 300
80

100

120

Time (s)

T
w
 (

°
C

)

0 50 100 150 200 250 300
0

20

40

Time (s)

m
d0
 (

c
g

/s
)

0 50 100 150 200 250 300 350 400 450 500
0

50

100

Mass flux G (kg/m
2
−s)

α
w
 (

k
W

/m
2
−

C
)

 

 Static

Trans

Fig. 6. Extremum seeking thermal control (m0
d : mass flow rate used as the

input)
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Fig. 7. Estimation of the heat transfer coefficient and heat load in extremum
seeking thermal control

C. Cascade Micro-Thermal-Fluid Control

In the section above, only thermal control is considered. In

the two-phase regime, the flow system itself may be unstable.

We propose a cascade thermal-fluid control architecture

where the inner flow controller is used for flow stabilization,

and the outer extremum-seeking thermal controller is used

to achieve the best cooling performance:

u = ṁ0 = u f +ut . (19)

We use a simple derivative controller for flow stabilization,

u f = −K dṁ
dt

, and for the outer loop ut , we replace x1 in the

extremum seeking thermal controller with u (since at steady

flow, x1 = u).

In the simulation study, we choose ts = 0.1 and N = 50

(number of samples used for the identification of q and g)

and a simple flow stabilizing control law, u f = −15.93ẋ1/d.

The thermal controller ut is employed to maintain the mi-

crochannel wall temperature below its safe operation limit of

85◦C. Note that although the flow acceleration ẋ1 = dṁ/dt is

usually unavailable, it is straightforward to implement a state

estimator based on the mass flow rate measurement [13]. The

closed-loop cascade control simulation in Fig. 8 show both

flow stabilization and HTC maximization as desired. Note

that the HTC is driven from initial low level to the maximum.

Further stability analysis is underway to rigorously justify

the stability and performance of the combined system using

singular perturbation.

V. CONCLUDING REMARKS

For microchannel-based cooling of high power electronic

devices, conventional controllers such as proportion-integral

control are not sufficient to address the variations in the

heat transfer coefficients under different operating condi-

tions. Model-based control and optimization using analytical

expression of the heat transfer coefficient may be appealing

but is not a reliable approach due to the large uncertainties in

the boiling heat transfer model, especially in the desired nu-

cleate/convective boiling region. In this study, we developed

an extremum-seeking control scheme to maximize the heat
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Fig. 8. Cascade extremum-seeking thermal-fluid control combining flow
stabilization with extremum seeking thermal control (m0

d : input mass flow
controlled by pump)

transfer coefficient without using an accurate heat transfer

model. This scheme is then combined with a flow controller

to achieve both flow stabilization and optimized thermal

performance. We are currently investigating the performance

in the oscillatory flow regime for transient heat loads.
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